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Since the beginning of the 21st century, an increasing 
interest in the research of ribonucleic acids has been ob-
served in response to a surprising discovery of the role 
that RNA molecules play in the biological systems. It was 
demonstrated that they do not only take part in the pro-
tein synthesis (mRNA, rRNA, tRNA) but also are involved 
in the regulation of gene expression. Several classes of 
small regulatory RNAs have been discovered (e.g. micro-
RNA, small interfering RNA, piwiRNA). Most of them are 
excised from specific double-stranded RNA precursors 
by enzymes that belong to the RNaseIII family (Drosha, 
Dicer or Dicer-like proteins). More recently, it has been 
shown that small regulatory RNAs are also generated as 
stable intermediates of RNA degradation (the so called 
RNA fragments originating from tRNA, snRNA, snoRNA 
etc.). Unfortunately, the mechanisms underlying biogen-
esis of the RNA fragments remain unclear. It is thought 
that several factors may be involved in the formation of 
the RNA fragments. The most important are the specific 
RNases, RNA-protein interactions and RNA structure. In 
this work, we focus on the RNA primary and secondary 
structures as factors influencing the RNA stability and 
consequently the pattern of RNA fragmentation. Earlier, 
we identified the major structural factors affecting non-
enzymatic RNA degradation. Now, based on these data, 
we developed a new branch-and-cut algorithm that is 
able to predict the products of large RNA molecules’ hy-
drolysis in vitro. We also present the experimental data 
that verify the results generated using this algorithm.
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INTRODUCTION

Over the last decades, it has become increasingly clear 
that the RNA molecules play a much more important 
role in the cellular processes than it had been expected 
earlier. They do not only associate with a set of proteins 
to form ribosomes (rRNA), serve as templates (mRNA) 
or adaptors (tRNA) in protein synthesis, but can also 
display catalytic functions previously believed to be re-
stricted to proteins (Ross, 1995).

It was demonstrated that apart from large RNAs 
(e.g. rRNA or mRNA) there also exist plenty of short 
RNAs, called small regulatory RNAs or riboregulators, 
some of which have already verified, while others only 
suggested, roles in almost all stages of gene expression 
(Szweykowska-Kulińska et al., 2003; Kim et al., 2009, 

Aalto et al., 2012; Morris et al., 2014; Szostak et al., 2014). 
They regulate responses to changes in the environmental 
conditions, influence genome structure, mRNA stabil-
ity and downregulate translation (Mattick, 2006; Mattick, 
2009; Czech et al., 2011; Mickiewicz et al., 2016). There is 
an increasing evidence that the range of known, poten-
tially functional, non protein coding short RNAs is likely 
to expand and also includes RNA degradation intermedi-
ates that have not been taken into account so far (Cole 
et al., 2009; Jackowiak et al., 2011; Nowacka et al., 2013).

RNA degradation, in all organisms across all kingdoms 
of life, is a prevalent cellular activity and major compo-
nent of RNA metabolism (Schweingruber et al., 2013; 
Hui et al., 2014). It is responsible for securing a bal-
ance between RNA synthesis and RNA decay pathways 
and provides cellular homeostasis (Houseley et al., 2009; 
Jackowiak et al., 2011). For fulfilling its role, RNA deg-
radation machinery has to distinguish between a set of 
molecules that are unnecessary under given conditions or 
that are dysfunctional and thus should be digested, and 
those essential for proper cell functioning that should 
stay intact. Consequently, it has been demonstrated that 
the stability of individual transcripts differs significantly 
and their half-lives range from seconds to hours, with 
proportional effects on protein synthesis (Lorentzen et 
al., 2006; Hui et al., 2014). This is ensured by precise and 
complex control mechanisms. Unfortunately, at present 
our knowledge about how the RNA degradation path-
ways control the longevity of individual RNAs is very 
limited (Ross, 1995).

RNA degradation is a highly efficient process that 
rapidly eliminates transcripts that are not functional or 
no longer necessary (Schweingruber et al., 2013). Due to 
this high efficacy, it protects the gene expression path-
ways from being affected by transiently or accidentally 
formed RNA molecules (Houseley et al., 2009; Hui et al., 
2014). Interestingly, it has been shown that some mature 
functional RNAs are not digested into single nucleotides 
but become a source of stable intermediates (Thompson 
et al., 2008; Taft et al., 2009; Zhang, et al. 2009; Pederson, 
2010; Hurto, 2011; Jackowiak et al., 2011; Sobala et al., 
2011; Nowacka et al., 2012; Maivali et al., 2013), which 
can exhibit various regulatory functions through acting 
as translation inhibitors or signalling molecules (Hurto, 
2011; Aalto et al., 2012; Nowacka et al., 2013). It is pos-
tulated that these molecules are products of both, enzy-
matic cleavage and non-enzymatic RNA structure-driven 
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spontaneous degradation (Hsieh et al., 2009; 2010, Jack-
owiak et al., 2011; Li et al., 2012; Nowacka et al., 2012).

Despite numerous reports indicating the pivotal role 
of the RNA structure in all processes involving these 
molecules (e.g. in gene expression: Grunberg-Manago et 
al., 1999; Winkler et al., 2005; Podkowinski et al., 2009 or 
RNA recombination: Figlerowicz, 2000), to our knowl-
edge very little has been published so far on this issue. 
Lack of methods that permit to determine or predict the 
highly dynamic RNA structure still remains the major 
problem. Molecular mechanisms that underlie the RNA 
structure-driven spontaneous RNA degradation have 
been of great interest over the last decade (Kazakov et 
al., 1992; Keck et al., 1995; Bibillo et al., 2000; Kaukinen 
et al., 2002). The detailed study of this process has been 
conducted by Kierzek and co-workers (Kierzek, 1992; 
Bibillo et al., 1999; Bibillo et al., 2000; Kierzek, 2001). 
They observed that short RNA oligoribonucleotides can 
be selectively and quantitatively cleaved in the absence 
of any protein enzymes. They also reported that this 
process is structure dependent and the cleavage prefer-
entially occurs within single-stranded fragments of the 
RNA molecules. The most important for hydrolysis to 
take place is the presence of the labile phosphodiester 
bond such as YA or YC (Y being pyrimidine). Certainly, 
this process can be also affected by other factors, such 
as metal ions, organic polymers or polyamines, which 
stabilize or destabilize the RNA structure and influence 
the cleavage through nonspecific interactions (Kierzek, 
1992; Ciesiolka et al., 1998; Kierzek, 2001). It has been 
also shown that not only the primary, but also the sec-
ondary and tertiary structure of the substrate has a large 
influence on the non-enzymatic RNA hydrolysis (Cie-
siolka et al., 1998; Mikkola et al., 2001; Kaukinen et al., 
2002).

These findings promote further research of RNA deg-
radation which is essential for broadening our knowledge 
on RNA regulatory functions. In this work, we present 
a new branch-and-cut algorithm for the prediction of all 
products of RNA non-enzymatic hydrolysis. We demon-
strate its performance in a model that involves artificial 
RNA molecules designed to be prone to spontaneous 
decay, according to the rules of degradation developed 
by Kierzek and co-workers (Kierzek, 1992; Kierzek, 
2001; Blazewicz et al., 2011). Our results show that the 
algorithm provides an efficient way to accurately predict 
the products of non-enzymatic RNA hydrolysis. In ad-
dition, our data provide insight into the mechanistic as-
pects of RNA decay, indicating that re-folding of degra-
dation intermediates is the key determinant of the decay 
pattern. The analysis of the non-enzymatic degradation 
of RNA can provide the researchers with information 
necessary to design highly stable RNAs, or RNAs that 
could potentially be the source of stable intermediates 
functioning as regulatory molecules (riboregulators). It 
also constitutes a contribution to the studies on RNA 
processing in living organisms.

MATERIALS AND METHODS

Experimental analysis of non-enzymatic RNA 
degradation. The experimental analysis of non-enzymat-
ic RNA degradation was performed using two artificial 
molecules: RNA-A108 (108 nt in length) and RNA-B66 
(66 nt in length) (Blazewicz et al., 2011). They were de-
signed taking into account the degradation rules devel-
oped by Kierzek and co-workers (Kierzek, 1992; Bibillo 
et al., 1999; Bibillo et al., 2000; Kierzek, 2001).

RNA-A108 and RNA-B66 were obtained by in vitro tran-
scription and labelled with 32P at their 5’ ends with the 
T4 polynucleotide kinase, as described in (Dutkiewicz et 
al., 2005). Next, the products of non-enzymatic RNA 
hydrolysis were identified in accordance with the pro-
cedure proposed by Kierzek and co-workers (Kierzek, 
1992; Bibillo et al., 1999; Bibillo et al., 2000; Kierzek, 
2001). Briefly, labelled RNA molecules were incubated in 
the solution containing 50 mM Tris-HCl (pH 7.5), 2 mM 
EDTA, 1 mM spermidine, 50 mM NaCl, and 0.1% PVP 
at 37°C for 6 h. Then, samples were electrophoresed in 
a 16% denaturating polyacrylamide gel and visualized by 
autoradiography. The product lengths were determined 
by comparison with the length of the RNA markers, 
namely alkaline hydrolysis ladder and partial T1 nuclease 
digestion generated the same way as in (Dutkiewicz et al., 
2005).

RNA secondary structure prediction. To predict 
the canonical RNA secondary structure, we have used 
RNAstructure (Reuter et al., 2010) and RNAfold (Ho-
facker et al., 1994) with their default parameters.

In order to predict the extended RNA secondary 
structure (also containing the non-canonical interactions) 
we have applied the pipeline described in (Rybarczyk et 
al., 2015), with sequence-based prediction. The idea of 
this approach is based on predicting the tertiary structure 
from a nucleotide sequence and then back-calculating the 
extended secondary structure from atom coordinate data. 
We have composed our pipeline (the RC/Rp pipeline) in 
the same way as in (Rybarczyk et al., 2015). Briefly, we 
employed RNAComposer (Popenda et al., 2012; Zok et 
al., 2014), a fully automated and fast tool for 3D struc-
ture prediction, and RNApdbee (Antczak et al., 2014) 
for extracting RNA 2D structure from atom coordinate 
data. If solely the sequence is provided as an input for 
RNAComposer (as in our case) then the canonical sec-
ondary structure is predicted by RNAstructure (default) 
or RNAfold (upon user selection). All these tools are in-
corporated into the RNAComposer system.

RNA degradation rules. It has been demonstrated 
that non-enzymatic RNA degradation is a structure de-
pendent process (Kierzek, 1992; Bibillo et al., 2000). The 
phosphodiester bonds that connect nucleotides are pref-
erentially cleaved within single stranded regions of the 
RNA molecules. Analysis conducted with oligoribonu-
cleotides had shown that different phosphodiester bonds 
are hydrolyzed with different rates. It was observed that 
only YA and YC (Y being pyrimidine) bonds are hydro-
lyzed with significant rates over 24 h at 37°C. The phos-
phodiester bonds in YA are 3–5 fold more susceptible 
to cleavage than YC. UA is 1.5–2.0 fold more sensitive 
to hydrolysis than CA. The phosphodiester bonds in YG 
and YU sequences are at least 20 fold more stable then 
YA and YC. Phosphodiester bonds in RR and RY (R 
denotes purine) are stable under the applied conditions. 
In general, the stability of phosphodiester bonds can be 
presented in the following order: YU>YG>YC>CA>UA 
(Kierzek, 1992; Bibillo et al., 2000; Kierzek, 2001). The 
above RNA degradation rules proposed by Kierzek and 
co-workers (Kierzek, 2001) were determined using com-
pletely single- or double-stranded oligoribonucleotides 
(up to 10 nucleotides).

Let P={UA, CA, UC, CC, UG, CG, UU, CU} be a 
set of all possible cleavage sites according to Kierzek 
and co-workers (Kierzek, 1992; Kierzek, 2001). Accord-
ing to the rules of degradation, developed for different 
phosphodiester bonds, the following range of the degra-
dation parameter [c, d], for each permissible cleavage site 
can be calculated:
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In case of YG, YU:
c(YG, YU)=0

d(YG, YU)=0.1

For YC:
c(YC)=20

d(YC)=50

For CA:
c(CA)=3×c(YC)

d(CA)=5×d(YC)

For UA:
c(UA)=1.5×c(CA)

d(UA)=2×d(CA)

For each cleavage site from the P set, the following 
degradation membership (Taguchi, 1987; Zhang et al., 
1995) measures, based on the expert knowledge and re-
flecting measurement inaccuracy of the experiment, were 
defined:

  μ(YG, YU)=0.1

RESULTS AND DISCUSSION

To enable the prediction of the products of non-en-
zymatic RNA degradation, we designed a branch-and-cut 
algorithm and implemented it in C++ programming lan-
guage. The algorithm simulates the degradation process 
of a given RNA molecule based on its sequence and the 
degradation rules developed by Kierzek and co-workers. 
In order to apply those rules, the secondary structure of 
the analysed RNA must be predicted with the use of a 
selected external program. Next, cleavage sites are rec-
ognized and for each individual cut two RNA fragments 
are generated. Importantly, we assumed that after initial 
cleavage both fragments can dissociate and adopt a new 
fold. Consequently, to predict further products of the 
spontaneous RNA degradation, the secondary structure 
must be predicted for each of the obtained RNA frag-
ments (see Fig. 1).

The proposed algorithm takes as an input the se-
quence of the RNA molecule, the cut-off threshold for 
degradation measures ratio (default ε=0.01), minimal 

length of the fragment that can be refolded and further 
analyzed (default minLen=20 nt) and the program used 
for the RNA 2D structure prediction (RNAstructure, 
RNAfold or RC/Rp pipeline). In addition, the follow-
ing structure in case of each node is defined: list Ωnode 
of all RNA fragments (x, y) that are longer than minLen 
and can be further processed. Each element stored in 
the Ωnode is denoted by a “left” (x) and “right” (y) end 
which provides the information of the exact location of 
such fragment within the input RNA molecule. Each 
node also contains a degradation measure εnode, which is 
calculated as a ratio of a parent node εnode and the cur-
rent value of degradation measure assigned to a selected 
cleavage sites. The output of the algorithm is the W set, 
which will be composed of all fragments being the result 
of the input RNA molecule degradation.

To find the solution, the algorithm builds and searches 
through a solution tree, whose leaves correspond to ele-
ments of the solution space of the problem. In the situ-
ation of each node of the solution tree, the element of 
the maximum length ωmax in Ωnode is selected (in case of 
the root of the tree, it will be the input RNA sequence). 
Then, the secondary structure for ωmax is predicted (using 
a chosen program; the outputs of the different programs 
are processed with Perl scripts). Next, all single-stranded 
substrings are extracted and for each of them the po-
tential cleavage sites based on the set P={UA, CA, UC, 
CC, UG, CG, UU, CU} are found and assigned the val-
ues of degradation measures μ(YN) (see RNA degrada-
tion rules in Materials and Methods section for details). 
It is assumed that for effective cleavage, both nucleotides 
participating in the formation of the labile phosphodi-
ester bond must be unpaired (Kierzek, 1992; Kierzek,  
2001). All cleavage sites having the value of a degrada-
tion measure multiplied by a degradation measure εnode 
stored in a current node that are greater than the cut-off 
threshold ε (which is a parameter given by the user) are 
further analysed. From among them, only the cleavage 
sites having the greatest value are taken into account. Fi-
nally, for each chosen cleavage site the cut is applied and 
the resultant RNA fragments longer than minLen are in-
serted into the new node list Ωnode. The RNA molecules 
shorter than minLen are considered as final products of 
RNA degradation and are directly added to the set W.

In the situation, where for a considered RNA se-
quence no cleavage site could be selected (according to 
set P or the value of degradation measure ratio, which 

Figure 1. General idea of the algorithm based on the example 
of a tRNA molecule. 
Let us assume, for example, that in the first step, RNA is cleaved 
at three sites. As a result six molecules are generated. Next, each 
fragment obtained is refolded and again subjected to cleavage. 
The whole procedure is repeated as long as fragments containing 
the allowed cleavage sites exist.
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occurred to be lower than ε), such a fragment is a final 
product of degradation and becomes an element of the 
resultant set W.

If there are no fragments containing the allowed 
cleavage sites, then the whole procedure ends with the 
final products of non-enzymatic RNA degradation in W.

To evaluate the performance of the algorithm, we 
used two artificial RNA molecules, RNA-A108 and RNA-
B66. They were designed to have both, the primary and 
secondary structures, that would make them susceptible 
to degradation according to the rules proposed by Kier-
zek and co-workers. The secondary structures of those 
molecules, predicted with the use of RNAstructure (Re-
uter et al., 2010) are presented in Fig. 2. We identified 
experimentally the products of their degradation (Fig 3, 
see also Materials and Methods section for details). We 
found that degradation of RNA-B66 led to the formation 
of 12 radiolabeled fragments: 14, 18, 20, 21, 23, 24, 37, 
39, 43, 45, 53 and 60 nucleotide long. Upon degrada-
tion of RNA-A108, 8 fragments were detected: 12, 27, 
28, 29, 30, 31, 61 and 84 nt long. Most of the cleav-
ages occurred, as expected, between Y and A, but some 
of them were inconsistent with the rules proposed by 
Kierzek and co-workers, namely: A28-U29, A30-G31 
and G31-G32, as far as RNA-A108 is concerned, and 
A21-G22, A23-U24, A60-A61 in case of RNA-B66. In 
parallel, the degradation products of both model mol-
ecules were predicted in silico. To this end, the developed 
branch-and-cut algorithm was run on a PC with Intel(R) 
Core(TM) i7-2600K, 3.40GHz processor and 8 GB 
RAM in a Linux environment. The algorithm correctly 
predicted the cleavage sites that were consistent with the 
incorporated rules. However, as mentioned above, exper-
imental data revealed cleavage of phosphodiester bonds 
located within RR and RY motifs that are considered 

as stable under the applied conditions (Kierzek, 1992, 
2001). Hence, they are not present in the P set and con-
sequently could not be predicted by the algorithm. Un-
fortunately, to our knowledge, Kierzek and co-workers 
are the only ones that quantitatively analyzed the reactiv-
ity of the phosphodiester bonds within RNA and devel-
oped on this basis the rules displaying their stability. The 
cleavage rules in the case of RR and RY motifs have not 
been analyzed in depth so far.

Our data clearly showed that based on the input RNA 
2D structure itself (the structure of RNA subjected to 
analysis), it is not possible to recognize all degradation 
products. For example, in case of 2D structure of RNA-
B66 (see Fig. 2), it is possible to indicate only the fol-
lowing potential cleavage sites: U24-A25, U43-A44 and 
U45-A46, while in case of RNA-A108: U29-A30, U61-
A62 and U84-A85. They constitute only a subset of 
the experimentally detected cleavages. Hence, refolding, 
which is applied by the algorithm, is necessary to see 
all products resulting from the input RNA degradation. 
This observation provides evidence that the spontaneous 
RNA degradation is very dynamic and involves multiple 
steps of structural rearrangements. Moreover, the struc-
ture adopted by each of the sequentially generated degra-
dation intermediates sets the direction of the entire pro-
cess and determines the final degradation pattern.

Because it was shown that the cleavages occur only 
within single-stranded regions of the RNA structure and 
the refolding is repeated by the algorithm many times, 
the selection of the appropriate method for 2D structure 
determination is crucial. Therefore, we performed the 
tests of the algorithm using different methods dedicated 
to the RNA secondary structure prediction. We applied 
RNAstructure, RNAfold and RC/Rp pipeline executed 
with each option for base-pair identification, namely 

Figure 2. Secondary structure of the two artificial RNA molecules: RNA-A108 (A) and RNA-B66 (B). 
The 2D structure of those molecules was predicted with the use of RNAstructure. The structures are colored according to base pair prob-
abilities, where the highest probabilities are red (≥99%) and the lowest are purple (≤50%) (Reuter et al., 2010).
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RNAView (Yang et al., 2003), MC-Annotate (Gendron et 
al., 2001) and 3DNA/DSSR (Lu et al., 2003) (hereinafter 
RC/Rp-1, RC/Rp-2, RC/Rp-3, respectively). RNAfold 
and RNAstructure are incorporated into the RNACom-
poser system and the user can decide which of them will 

be used for canonical RNA secondary structure predic-
tion. Each time RC/Rp was selected, RNAComposer 
was applied with RNAfold or RNAstructure, according 
to the user decision (RCRNAstructure/Rp-1, RCRNAstructure/
Rp-2 or RCRNAstructure/Rp-3 if RNAstructure was chosen 
to run within RNAComposer system and RCRNAfold/Rp-
1, RCRNAfold/Rp-2 or RCRNAfold/Rp-3 if RNAfold was 
concerned). Table 1 presents the results obtained in vitro 
and predicted by the algorithm. In case of RNA-B66 all 
RNA structure predictors were successful in identifying 
the following cleavage sites: 24, 37, 43 and 45. All RC/
Rp versions correctly predicted more cleavage sites than 
RNAstructure and RNAfold. Additionally, all RC/Rp 
versions falsely reported only one cleavage site, namely 
35, while RNAstructure and RNAfold two: 26 and 35. 
The only tool that was able to predict almost all cleav-
age sites (apart from those not compatible with the rules 
provided by Kierzek and co-workers) was RC/Rp-3, 
which was consistent with the analysis conducted in (Ry-
barczyk et al., 2015). In case of RNA-A108, three out of 
eight cleavage sites generated in the in vitro experiment 
were incompatible with the rules of degradation devel-
oped by Kierzek and co-workers, thus, they could not be 
predicted by the algorithm. In case of all RNA structure 
predictors, the following cleavage sites were recognized: 
27, 29, 61 and 84. Additionally, RC/Rp-1 and RC/Rp-2 
correctly identified the cleavage site 12, but at the same 
time falsely reported the 23 site.

Table 2 summarizes running time results for the 
branch-and-cut algorithm tested on the two artificial 

Table 1. Results obtained with the algorithm for artificial RNA molecules: RNA-B66 and RNA-A108. 
The cleavage sites predicted by the algorithm that are consistent with experimental results are shown in bold.

Method for RNA 2D structure prediction
RNA fragments identified in experiment and predicted by the algorithm

RNA-B66 RNA-A108

None
(results of experimental analysis of non-enzymatic RNA 
degradation)

14, 18, 20, 21, 23, 24, 37, 39, 43, 45, 53, 60 12, 27, 28, 29, 30, 31, 61, 84

RNAfold 14, 18, 20, 24, 26, 35, 37, 39, 43, 45 27, 29, 61, 84

RCRNAfold/Rp-1 14, 18, 20, 24, 35, 37, 43, 45 12, 23, 27, 29, 61, 84

RCRNAfold/Rp-2 18, 20, 24, 35, 37, 43, 45, 53 12, 23, 27, 29, 61, 84

RCRNAfold/Rp-3 14, 18, 20, 24, 35, 37, 39, 43, 45, 53 27, 29, 61, 84

RNAstructure 24, 26, 35, 37, 39, 43, 45, 53 27, 29, 61, 84

RCRNAstructure/Rp-1 14, 18, 20, 24, 35, 37, 43, 45 12, 23, 27, 29, 61, 84

RCRNAstructure/Rp-2 18, 20, 24, 35, 37, 43, 45, 53 12, 23, 27, 29, 61, 84

RCRNAstructure/Rp-3 14, 18, 20, 24, 35, 37, 39, 43, 45, 53 27, 29, 61, 84

Figure 3. The degradation pattern of two artificial RNA mole-
cules: RNA-A108 (A) and RNA-B66 (B). 
RNA molecules labelled with 32P at their 5’ ends were incubated 
for 6 h at 37°C in the presence of 50 mM Tris-HCl (pH 7.5), 2 mM 
EDTA, 1 mM spermidine, 50 mM NaCl, and 0.1% PVP. Lane 1, reac-
tion control; lane 2, incubated for 6 h; lane 3, formamide ladder; 
lane 4, limited hydrolysis by RNase T1 (guanine residues are la-
belled on the right).

Table 2. Average computing times for artificial RNA molecules: 
RNA-B66 and RNA-A108 (in seconds).

Method for RNA  
2D structure prediction

Average computational  
time [s]

RNAfold 0.238

RCRNAfold/Rp-1 503.684

RCRNAfold/Rp-2 584.373

RCRNAfold/Rp-3 564.474

RNAstructure 0.758

RCRNAstructure/Rp-1 503.372

RCRNAstructure/Rp-2 583.459

RCRNAstructure/Rp-3 564.474
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RNA molecules. Due to differences between the ap-
proach for the automated assessment of extended RNA 
secondary structure (Rybarczyk et al., 2015) and the 
methods that directly predict secondary structure, com-
puting times of the RC/Rp pipeline are longer than 
those of RNAfold and RNAstructure. However, the 
RC/Rp pipeline is still fast when compared to the tools 
dedicated to the extended RNA secondary structure pre-
diction and produces high-quality results that should be 
worth a longer wait (Rybarczyk et al., 2015).

By analyzing the obtained results, we noticed that the 
algorithm performs quite efficiently and quickly, even 
when the RC/Rp pipeline is used for the refolding. The 
algorithm has been able to correctly identify most of the 
products of the non-enzymatic RNA degradation in both 
examples considered. All cleavage sites that were not 
recognized by the algorithm were not consistent with the 
rules developed by Kierzek and co-workers.

CONCLUSIONS

To our knowledge, the proposed algorithm is the 
first approach that allows to simulate the non-enzymat-
ic RNA hydrolysis. Because the RNA fragment refold-
ing has to be used by the algorithm, the selection of 
the method for RNA 2D structure prediction is crucial. 
Hence, the algorithm allows the user to choose the ex-
ternal tool dedicated to canonical or extended secondary 
structure prediction. Since the programs for 2D structure 
determination are run by external Perl scripts that are 
also responsible for parsing their output, it is easy to in-
corporate other methods.

The algorithm was tested with two artificial molecules: 
RNA-A108 and RNA-B66, whose non-enzymatic degrada-
tion was examined experimentally. The algorithm suc-
cessfully identified all cleavage sites that were consistent 
with the rules provided by Kierzek and co-workers. Ex-
perimental data revealed, however, the presence of ad-
ditional cleavages in the RR and RY motifs. The latter 
were considered stable according to the adopted rules 
and thus could not be predicted by the algorithm. To re-
solve this issue, additional chemical experiments involv-
ing large RNA molecules would have to be conducted 
to quantitatively analyze the stability of those phospho-
diester bonds in relation to YY and YR. Obviously, the 
degradation rules of the algorithm can be modified to 
include any new findings concerning the RNA stability.

As a continuation of the research reported in this paper, 
one may consider for example the analysis of very long 
molecules (e.g. eukaryotic rRNAs) and/or molecules con-
taining plenty of potential cleavage sites. Certainly, it may 
turn out that in such a case, the computing time of the 
branch-and-cut method would significantly increase, making 
it not acceptable for the user, especially when taking into 
account large testing sets. In such a situation, it would be 
worth considering the heuristic approach, similar to that 
presented in (Blazewicz et al, 2002; Blazewicz et al, 2005).
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