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Deep Reinforcement Learning: A New
Beacon for Intelligent Active Flow
Control
Fangfang Xie, Changdong Zheng, Tingwei Ji*, Xinshuai Zhang, Ran Bi, Hongjie Zhou and
Yao Zheng

School of Aeronautics and Astronautics, Zhejiang University, Hangzhou, Zhejiang, China

The ability to manipulate fluids has always been one of the focuses of scientific research
and engineering application. The rapid development of machine learning technology
provides a new perspective and method for active flow control. This review presents
recent progress in combining reinforcement learning with high-dimensional, non-linear,
and time-delay physical information. Compared with model-based closed-loop control
methods, deep reinforcement learning (DRL) avoids modeling the complex flow system
and effectively provides an intelligent end-to-end policy exploration paradigm. At the same
time, there is no denying that obstacles still exist on the way to practical application. We
have listed some challenges and corresponding advanced solutions. This review is
expected to offer a deeper insight into the current state of DRL-based active flow
control within fluid mechanics and inspires more non-traditional thinking for engineering.

Keywords: deep learning, reinforcement learning, active flow control, model-free, fluid dynamics

INTRODUCTION

Despite many successful research efforts in the past decades, modifying the dynamics of flows to
induce and enforce desired behavior remains an open scientific problem. In many industrial fields,
researchers have placed great expectations on flow control techniques for engineering goals [1–3],
such as drag reduction, noise suppression, mixing enhancement, energy harvesting. Due to the
aggravation of carbon emissions and the greenhouse effect, controlling transportation drag or
aerodynamic lift has become increasingly imperative.

Driven by the urgent demand from industry, active flow control (AFC) is being developed rapidly
to harvest benefits for aviation or marine. As shown in Figure 1, Boeing and NASA tested a
pneumatic sweeping-jet-based active flow control system on the vertical tail of the modified
Boeing 757 ecoDemonstrator in April 2015. Active flow control was used to enhance the control
authority of the rudder by mitigating flow separation on it at high rudder deflection, and side
slip angles, which provided the required level of rudder control authority from a physically
smaller vertical tail [4]. Whether using fluidic [5], micro blowing [6] or plasma actuators [7],
the critical problem of active flow control is to design a reasonable control policy. The
predetermined open-loop manner is the most straightforward choice. Still, the external
actuation might be invalid if the evolution deviates from expectations and there are no
corrective feedback mechanisms to modify the policy to compensate [8, 9]. A practical
alternative is to adopt the closed-loop control manner [10–12], where the response is
continuous compared with the desired result. Specifically, the control output to the process
is informed by the sensors recording the flow information, then modified and adjusted to
reduce the deviation, thus forcing the response to follow the reference.
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In both ways, extensive work has been carried out by
numerical simulations and experiments on exploring the
nonlinear dynamics and underlying physical mechanisms of
the controlled system with effective control law. For example,
Xu et al. [13] investigated the separation control mechanism of a
Co-flowWall Jet, which utilized an upstream tangential injection
and downstream streamwise suction simultaneously to achieve
zero net-mass-flux flow control. It was found that the Co-flow
wall Jet had a mechanism to grow its control capability with the
increasing adverse pressure gradient. Sato et al. [14] conducted
large-eddy simulations to study the separated flow control
mechanism by a dielectric barrier discharge plasma actuator.
From flow analysis, it was seen that an earlier and smoother
transition case showed more significant improvements in the lift
and drag coefficients. Moreover, the lift coefficient was improved
since the actuation induced a large-scale vortex-shedding
phenomenon.

While in many engineering applications, traditional large-
scale physics-based models are intractable since it is required
to evaluate the model to provide analysis rapidly and prediction
[15–17]. The model reduction offers a mathematical foundation
for accelerating physics-based computational models [18–20].
Alternatively, the model-free approach does not rely on any
underlying model description of inputs to outputs. A

significant advantage of a model-free manner in flow control
is that it can avoid detailed identification of high-dimensional and
nonlinear flow attractors, which would even shift during the
regime. Moreover, with the development of machine learning
techniques, it is possible to gain massive data. The control policy
must grasp the embedded evolution rules and form data-driven
logic. Namely, these model-free algorithms can simulate, extend
and expand human intelligence to some degree.

As a critical branch of artificial intelligence, deep
reinforcement learning (DRL) simplifies a stochastic dynamical
system by using the framework of the Markov decision process
(MDP) [22, 23]. DRL algorithms can explore and adjust control
policies by interacting with the environment like a child, which
gets a penalty when making mistakes. In a continuous process of
trial and error, the control law in DRL learns how to get sweet
lollipops (high reward) and avoid penalties. Besides, DRL utilizes
the artificial neural network(ANN) as a function approximator
[24]. Based on the such setting, the DRL is embedded as a state
representation technology, which makes it possible to deal with
high-dimensional complex problems, like Go, StarCraft, Robotics
[21, 25–27]. As shown in Figure 2, Vinyals et al. [21] adopts a
multi-agent reinforcement learning algorithm to train an agent
named AlphaStar, in the full game of StarCraft II, through a series
of online games against a human player. AlphaStar was rated at

FIGURE 1 | A kind of flight-test AFC (Active Flow Control) system layout with photographs of hardware as installed [4].
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Grandmaster level for all three StarCraft races and above 99.8% of
officially ranked human players. Similarly, DRL has highlighted
its strong potential in fluid dynamics applications, including drag
reduction, collective swimming, and flight control. Many
excellent pioneers have reviewed the work related to the
application of reinforcement learning in active flow control
[28–32]. The present paper will further review the latest
developments and demonstrate some challenges to
constructing robust and effective DRL-based active flow policies.

What needs to be mentioned is that there are many other
algorithms still active on the stage that achieve great performance
and have more potentials to exploit as well, such as a gradient-
enriched machine learning control [33], Bayesian optimization
control [34], RBF-NN adaptive control [35], ROM-based control
[36]. In some work, reinforcement learning has also been
compared with some algorithms, such as Bayesian
optimization [37], genetic programming [38, 39], Lipschitz
global optimization [39], etc. In particular, genetic
programming algorithms, closely related to reinforcement
learning, can achieve optimal decisions under the condition of
an unknown model as well. Although the randomness of
exploration brings low efficiency, evolutionary algorithms such
as genetic programming are very popular in some problems like
multi-objective optimization and global optimization [40, 41].
Not only in the field of flow control but algorithms combining
evolutionary algorithms and reinforcement learning have also
always been expected [42, 43]. For brevity, detailed comparison

and discussion about the above model-free algorithms are not
considered in this review, readers can refer to these papers
[29, 39].

The rest of this review is organized as follows: Section Deep
Reinforcement Learning presents some basic concepts and
algorithms of DRL. Section Applications of DRL-based Active
Flow Control offers the application of DRL on fluids problems,
and Section Challenges on DRL-Based Active Flow Control shows
some innovations and solutions to fluids problems to make DRL-
based active flow control more effective. Finally, a summary and
potential directions of DRL-based active flow control are drawn
in Section Conclusion.

DEEP REINFORCEMENT LEARNING

This section introduces some basics concepts of typical
reinforcement learning framework, and popular deep
reinforcement learning algorithms, such as proximal policy
optimization (PPO) [44] and soft actor-critic (SAC) [45]. First,
the general terms and concepts are presented in Section Markov
Decision Process. The optimization methods of reinforcement
learning for policies are generally divided into Section Value-
Based Methods and Section Policy-Based Methods. Either of the
two methods has the ability to find the optimal control strategy.
Still, their respective shortcomings must be addressed, like a
relatively large gradient variance in policy method, etc. [46].

FIGURE 2 |Grandmaster level in StarCraft II using multi-agent reinforcement learning. The agent observes the game through an overviewmap and a list of units. To
act, the agent outputs what action type to issue (for example, build), who it is applied to, where its objectives are, and when the next action will be issued [21].
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The actor-critic method discussed in Section Actor-Critic
Methods, aims to combine the advantages of both ways and
search for optimal policies using low-variance gradient
estimates, which has been one of the most popular
frameworks in reinforcement learning. Furthermore, two
advanced deep reinforcement learning algorithms on the
actor-critic framework are detailed in Section Advanced Deep
Reinforcement Learning Algorithms.

Markov Decision Process
Reinforcement learning solves problems modeled as Markov
decision processes (MDPs) [47]. The system state s, action a,
reward r, time t, and reward discount factor γ are the basic
concepts of MDPs. Under the intervention of action a, the system
state s is transferred with a reward r. Reward r defines the
goodness of action, and this transition is only related to action
a and current state s, which refers to the memoryless property of a
stochastic process. Mathematically, it means

p st+1|st, at, st−1, at−1, . . . , s0, a0( ) � p st+1|st, at( ), (1)
p rt|st, at, st−1, at−1, . . . , s0, a0( ) � p rt|st, at( ). (2)

Markov property helps simplify complex stochastic dynamics
that are difficult to model in practice. The role of reinforcement
learning is to search for an optimal policy telling which action to
take in such an MDP. Specifically, the policy maps from state s
and action a to the action probability distribution π, as at ~ π(·|st).
In the discounted reward setting, the cost function J is equal to the
expected value of the discounted sum of rewards for a given policy
π; this sum is also called the expected cumulative reward

J π( ) � Eτ~π ∑∞
t�0

γtrt⎡⎣ ⎤⎦. (3)

where the trajectory τ = (s0, a0, r0, s1, a1, r1, s2, / ) is highly
correlated to the policy π. And γ ~ [0, 1) denotes the reward
discount factor.

Over time, several RL algorithms have been introduced to
search for an optimal policy with the greatest expected cumulative
reward. They are divided into three groups [47]: actor-only,
critic-only, and actor-critic methods, where the words actor

and critic are synonyms for the policy and value function
(policy-based and value-based), respectively. These algorithms
are detailed in the following sections.

The Markov decision process can also be seen as a continuous
interaction between the agent and the environment. The agent is a
decision-maker that can sense the system state, maintain policies,
and execute actions. Everything outside of the agent is regarded as
the environment, including system state transition and action
scoring [48], as shown in Figure 3. During the interaction, the
agent dynamically adjusts the policy to learn behaviors with the
most rewards.

Value-Based Methods
The value-based methods, such as Q-learning [49], SARSA [50],
focus on the estimation of state value Vπ or state-action value Qπ

under the specified policy π, defined as:

Vπ s( ) � Eat~π ·|st( ) ∑∞
t�0

γtrt st, at( )|s0 � s⎡⎣ ⎤⎦, (4)

or

Qπ s, a( ) � Eat~π ·|st( ) ∑∞
t�0

γtrt st, at( )|s0 � s, a0 � a⎡⎣ ⎤⎦. (5)

As its name suggests, it represents the ”value” of a state or
state-action, which is mathematically the expected value of the
discounted sum of rewards with initial state s or initial state-
action s − a for a given policy π. The state value Vπ(st) depends on
the state st and assumes that the policy π is followed starting from
this state. And the state-action value Qπ(s, a) has specified
additional action at, and the future selection of actions is
under policy π.

According to the Markov property of the decision-making
process, the Bellman equation, a set of linear equations, is
proposed to describe the relationship among values of all states:

Vπ s( ) � Ea~π ·|s( ),s′~p ·|s,a( ) r s, a( ) + γVπ s′( )[ ]. (6)
where p represents the system dynamic. The values of states rely
on the values of some other states or themselves, which is related
to an important concept called bootstrapping.

Since state values can be used to evaluate policies, they can also
define optimal policies. If V(π1) > V(π2), π1 is said better than π2.
Furthermore, if a policy is better than all the other possible
policies in all states, then this policy is optimal. Optimality for
state value function is governed by the Bellman optimality
equation (BOE)

V* s( ) � max
π

Ea~π,s′~p ·|s,a( ) r s, a( ) + γV* s′( )[ ]. (7)

It is a nonlinear equation with a nice contraction property, and
the contraction mapping theorem is applied to prove its
convergence. The solution to the BOE always exists as the
unique optimal state value, which is the greatest state value
that can be achieved by any initial policy [47].

Similarly, the Bellman equation and Bellman optimality
equation have expressions in terms of state-action values as

FIGURE 3 | The Markov decision process of reinforcement learning.
According to the reward, the agent learns to evaluate the value of each action
and gain an optimal policy that maximizes the expected return.
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Qπ s, a( ) � Es′~p ·|s,a( ),a′~π ·|s′( ) r s, a( ) + γQπ s′, a′( )[ ], (8)
and

Q* s, a( ) � Es′~p ·|s,a( ),a′~π ·|s′( ) r s, a( ) +max
π

γQ* s′, a′( )[ ]. (9)

In practice, the state-action value plays a more direct role than
the state value when attempting to find optimal policies. The
Bellman optimality equation is a particular form of the Bellman
equation. The corresponding state value is the optimal state value,
and the related implicit optimal policy can be drawn from the
greatest values. For example, the optimal policy π* is calculated by
using an optimization procedure over the value function:

π* � argmax
π

Qa~π* s, a( ) (10)

Policy-Based Methods
The value-based methods use value functions and no explicit
functions for the policy. And the policy-based methods, such as
REINFORCE [51], and SRV [52], do not utilize any form of a
stored value function but work with a parameterized family of
policies and optimize the objective function J directly over the
parameter space. Assuming that the policy is represented by a
parameterized function denoted as π(a|s, θ), which is
differentiable concerning parameter vector θ, the gradient of
the objective function J is described as

∇θJ � zJ

zπθ

zπθ

zθ
. (11)

The objective function has different metrics leading to
different optimal policies. There are many metrics candidates
in the policy-based methods, such as average state value, average
one-step reward. If the matric is the expected cumulative reward
(6), it can apply gradient descent algorithm on policy parameter θ
to gradually improve the performance of the policy πθ, and the
gradient is calculated as

∇θJ πθ( ) � Eτ~πθ ∑∞
t�0

∇θ logπθ at|st( )( )Qπθ st, at( )⎡⎣ ⎤⎦. (12)

Though in this form, the state-action value Q is called, which
can be approximated by Monte Carlo estimation Qπθ(st′, at′) �∑∞

t′�tγt′−tr(st′, at′) in REINFORCE algorithm. Based on the
gradient, the parameter θ is then adjusted in the direction of
this gradient:

θt+1 � θt + αt∇Jt. (13)
where α is the optimization rate. Every update on parameter θ
seeks for an increasement on the objective function
J(πθt+1)≥ J(πθt). The main advantage of policy-based methods
is their strong convergence property, which is naturally inherited
from gradient descent methods. Convergence is obtained if the
estimated gradients are unbiased and the learning rates αk
satisfy [47]

∑∞
t�0

αk � ∞, ∑∞
t�0

αk
2 <∞ . (14)

Different from the value-based methods, the policy πθ is
explicit, and actions are directly sampled from the optimal
parameterized policy:

a* ~ π ·|s, θ*( ) (15)

Actor-Critic Methods
Value-based methods rely exclusively on value function
approximation and have a low variance in the estimates of
expected returns. However, when nonlinear function
approximators represent value functions, the approximation
bias would lead to non-convergence during numerical
iterations [53, 54]. The purpose of replay buffer and target
value network techniques in Deep Q-learning Network [26,
55] algorithm ameliorate the above situation well, which
achieves significant progress in Atari games. Besides, value-
based methods must resort to an optimization procedure in
every state encountered to find the action leading to an
optimal value, which can be computationally expensive for
continuous state and action spaces.

Policy-based methods work with a parameterized family of
policies and optimize the objective function directly over the
parameter space of the policy. One of this type’s advantages is
handling continuous state and action spaces with higher
efficiency in terms of storage and policy searching [56].
However, a possible drawback is that the gradient estimation
may have a significant variance due to the randomness of reward
over time [56, 57]. Furthermore, as the policy changes, a new
gradient is estimated independently of past estimates. Hence,
there is no ”learning” in accumulating and consolidating older
information.

Actor-critic methods aim at combining the value-based and
policy-based methods [46, 58]. A parameterized function is
proposed based on the value-based methods to learn state
value V or state-action value Q as a critic. And the policy is
not inferred from the value function. It uses a parameterized
function as actor πθ, which has good convergence properties in
contrast with value-based methods and brings the advantage of
computing continuous actions without the need for optimization
procedures on a value function. At the same time, the critic
supplies the actor with low-variance value knowledge V̂

πθ
ϕ or Q̂

πθ
ϕ

and reduces the oscillation in the learning process.
Figure 4 shows the schematic structure of actor-critic

methods. The agent consists of the critic and actor parts,
which interact with the environment as presented in Section
Markov Decision Process. During the collection of rewards, the
critic is responsible for estimating value functions with
parameterized function approximators like deep neural
networks. The actor-critic methods often follow the idea of the
bootstrap method to evaluate value function, whose objective
function on state-action value is
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J ϕ( ) � Eτ~πθ

1
2

∑∞
t�0

r st, at( ) + γV̂
πθ st+1; ϕ( ) − V̂

πθ st; ϕ( )⎛⎝ ⎞⎠2⎡⎢⎢⎢⎣ ⎤⎥⎥⎥⎦,
(16)

or on state value

J ϕ( ) � Eτ~πθ

1
2

∑∞
t�0

r st, at( ) + γQ̂
πθ

st+1, at+1; ϕ( ) − Q̂
πθ

st, at; ϕ( )⎛⎝ ⎞⎠2⎡⎢⎢⎢⎣ ⎤⎥⎥⎥⎦.
(17)

benefited from the bootstrap method, the estimation of value
function V̂

πθ
ϕ or Q̂

πθ
ϕ is low-variance, which is a good choice for the

gradient of actor’s objective function

∇θJ πθ( ) � Eτ~πθ ∑∞
t�0

∇θ logπθ at|st( )( )Q̂πθ
st, at( )⎡⎣ ⎤⎦. (18)

It is worth noting that the value-based or policy-based
methods are core reinforcement learning algorithms and have
played a vital role. Many techniques, like delay policy updates
[59], replay buffer [26], and target value network [55], is proposed
to improve the efficiency of the algorithm. The actor-critic
methods are the improvement of the policy-based methods in
reducing the sample variance or the expansion of the value-based
method in the continuous state-action space problem. Compared
to value-based or policy-based methods, the actor-critic method
shows many friendly properties, a popular template for
researchers developing more advanced algorithms.

Advanced Deep Reinforcement Learning
Algorithms
With the deepening of research, many advanced deep
reinforcement learning algorithms on the actor-critic
framework have been proposed, such as PPO [44], SAC [45],
TD3 [59], DDPG [60] and so on. This section presents Proximal
Policy Optimization (PPO) algorithm and Soft Actor-Critic
(SAC) algorithm. Considering the length of the article, a brief
introduction is given. For more details and principles, interested
readers are suggested to refer to the original papers [44, 45].

Proximal Policy Optimization (PPO)
Proximal policy optimization (PPO) is a robust on-policy policy
gradient method for reinforcement learning proposed by OpenAI
[44]. Standard policy gradient methods perform one gradient
update per data sampling. Still, PPO utilizes a novel objective
function that enables multiple epochs of minibatch updates by
importance sampling trick, which improves sample efficiency.

Typical trust-region methods constrain policy updates to a
trust region, ensuring that the entire policy update process is
monotonous. PPO suggests using a KL penalty instead of a
constraint to solve the unconstrained optimization problem.
The algorithm is based on an actor-critic framework, and its
actor objective is modified as

Jθ
k

PPO πθ( ) � ∑
st ,at

pθ at|st( )
pθk at|st( )A

θk st, at( ) − βKL θ, θk( ) (19)

where k is reuse times on single batch of data; Aθ(st, at) = Qθ(st,
at) − Vθ(st, at) is the advantage function to reduce variance; β is
the penalty factor of KL divergence.

PPO algorithm has the stability and reliability of trust-region
methods [61]. But it is much simpler to implement, requiring
only a few lines of code change to a vanilla policy gradient (VPG)
implementation [47], which is applicable in general settings and
has better overall performance.

Soft Actor-Critic (SAC)
Soft Actor-critic is an off-policy actor-critic deep RL algorithm
based on the maximum entropy reinforcement learning
framework [45]. In this framework, the actor aims to
maximize the standard ultimate reward while also maximizing
entropy. Maximum entropy reinforcement learning alters the RL
objective [62], though the original aim can be recovered using a
temperature parameter. More importantly, the maximum
entropy formulation substantially improves exploration and
robustness: maximum entropy policies are robust in the face
of model and estimation errors, and they enhance exploration by
acquiring diverse behaviors [45].

The maximum entropy objective (see, e.g., (Ziebart, 2010)
generalizes the standard objective by augmenting it with an

FIGURE 4 | The actor-critic methods framework.
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entropy term, such that the optimal policy additionally aims to
maximize its entropy at each visited state:

JSAC πθ( ) � ∑T−1
t�0

E st,at( )~ρπ rt st, at( ) + αH π ·|st( )( )( ) (20)

where α is the temperature parameter determining the relative
importance of the entropy term against the reward. H is the
entropy of policy π.

In Ref. [45], it empirically showed that it matched or exceeded
the performance of state-of-the-art model-free deep RL methods,
including the off-policy TD3 algorithm and the on-policy PPO
algorithm without any environment-specific hyperparameter
tuning. And the real-world experiments indicated that soft
actor-critic was robust and sample efficient enough for robotic
tasks learned directly in the real world, such as locomotion and
dexterous manipulation.

APPLICATIONS OF DRL-BASED ACTIVE
FLOW CONTROL

For DRL-based active flow control, it is essential to construct a
Markov Decision Process (MDP) from the flow phenomenon.
If the state of flow and the reward of actions are well-selected,
the reinforcement learning technique can solve the
Bellman equation with high proficiency. Moreover, the
artificial neural network applied to the above deep
reinforcement learning algorithms has good approximation
ability in high-dimensional space with less complexity than
typical polynomial fitting. It has proven its advantages in many
flow applications like prediction.

In the past 6 years, we have also seen many efforts to introduce
deep reinforcement learning into the flow control field. From the
initial tabular, e.g., Q-learning, to advanced deep learning, like Soft
Actor-Critic (SAC) and Proximal Policy Optimization (PPO), DRL
algorithms are equipped more smartly, and novel control
phenomena have been explored. This section reviews recent flow
control applications based on deep reinforcement learning,
including Section Flow Stability, Section Hydrodynamic Drag,
Section Aerodynamic Performance, and Section Behavior
Patterns. For conciseness, a summary table is constructed asTable 1.

Flow Stability
Flow instability and transition to turbulence are widespread
phenomena in engineering, and the natural environment
[85–87]. The flow around a circular cylinder can be
considered a prototype of the bluff body wakes, which is
involved with various instability. In the cylinder wake, the
transition from steady to periodic flow is marked by a Hopf
bifurcation with critical Reynolds Re = 47, which is known as the
first instability [88]. Three-dimensional fluctuations for higher
Reynolds numbers further superimpose this vortex shedding. The
onset of three-dimensionality occurs at the critical Reynolds
number of Re = 175. These periodic behaviors can induce
fluctuating hydrodynamic force on the bluff body, leading to
vortex-induced vibrations, which can bring the challenge to
structural fatigue performance or provide an opportunity for
energy utilization [89, 90].

As early as 2018, Koizumi et al. [63] applied a deep
deterministic policy gradient (DDPG) algorithm to control the
Karman vortex shedding from a fixed cylinder. Compared with
conventional model-based feedback control, the result of the
DDPG also shows better control performance with reduced

TABLE 1 | Applications of DRL-based active flow control.

Category Time References Algorithm Objective

Flow stability 2018 [63] DDPG Control the Karman vortex shedding
Flow stability 2021 [37] SAC,AL Suppress the vortex-induced vibration
Flow stability 2021 [64] PPO Mitigate the hydrodynamic signature
Flow stability 2021 [65] PPO Enhance the vortex-induced vibration
Hydrodynamic Drag 2017 [66] ML Actor-Critic Build an implicit model and reduce drag
Hydrodynamic Drag 2019 [67] PPO Stabilize vortex alley and reduce drag
Hydrodynamic Drag 2021 [68] PPO Stabilization and drag reduction on DMD
Hydrodynamic Drag 2020 [69] PPO Control with small rotating cylinders
Hydrodynamic Drag 2020 [70] PPO Control over a range of Re numbers
Hydrodynamic Drag 2022 [71] PPO Control in weakly turbulent conditions
Hydrodynamic Drag 2022 [72] PPO Control the flow with Re = 1000
Hydrodynamic Drag 2020 [73] TD3 Maximize the power gain efficiency
Hydrodynamic Drag 2022 [74] single-step PPO Control the wake of a 3D bluff body
Aerodynamic Performance 2020 [75] PPO Control on NACA0012 in pulsating inflow
Aerodynamic Performance 2022 [76] PPO Control lift on distributed sensors
Aerodynamic Performance 2020 [77] DQN Control flow separation
Aerodynamic Performance 2020 [78] Ape-X DQN Control flow separation
Aerodynamic Performance 2022 [79] ApeX-DQN, ABN Supress separation and visualize data area
Behavior Patterns 2021 [80] DRQN Study the behaviors of self-propelled fish
Behavior Patterns 2021 [81] V-RACER Learn escape under energy constraints
Behavior Patterns 2022 [82] Q-learning Explore collective locomotions
Behavior Patterns 2018 [83] Q-learning Learn glider soaring
Behavior Patterns 2019 [84] RACER Identify gliding and landing strategies
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lift. Later on, for the vortex-induced vibrations, some scholars
have also tried deep reinforcement learning to eliminate them. By
constructing a spring-mounted cylinder model, Zheng et al. [37]
proposed a deep reinforcement learning active flow control
framework to suppress the vortex-induced vibration of a
cylinder immersed in uniform flow by a pair of jets placed
on the poles of the cylinder as actuators. In training, the SAC
agent is fed with a lift-oriented reward, which successfully
reduces the maximum vibration amplitude by 81%. Ren et al.
[64] further adopted windward-suction-leeward-blowing
(WSLB) actuators to control the wake of an elastically
mounted cylinder. They encoded velocity information in the
VIV wake into the reward function of reinforcement learning,
aiming at keeping pace with the stable flow. Only a 0.29%
deficit in streamwise velocity is detected, which is a 99.5%
reduction from the uncontrolled value, and the learning
process is shown in Figure 5. Unlike the previous two
cases, instead of reducing the intensity of the vortex
shedding caused by the first instability, the essence of
reinforcement learning flow control in Ren’s work is to
eliminate the vortex shedding caused by the first instability,
which is the origin of the vortex-induced vibrations.

For the energy utilization of vortex-induced vibration, Mei
et al. [65] proved that the performance of the active jet control
strategy established by DRL for enhancing VIV is outstanding
and promising. It is shown that the ANN can successfully increase
the drag by 30.78% and the magnitude of fluctuation of drag and
lift coefficient by 785.71% and 139.62%, respectively.
Furthermore, the net energy output by VIV with jet control
increased by 357.63% (case of water) compared with the
uncontrolled situation.

Hydrodynamic Drag
In terms of hydrodynamic drag, it is the primary concern for
modern hydrodynamic design. Namely, the potential benefits of

an effective closed-loop active flow control for drag are
highlighted for energy and transportation.

Like the flow stability topic, the early active flow control
applications of reinforcement learning are within the deep
neural network. Pivot and Mathelin [66] proposed a
reinforcement learning active flow control framework whose
value function and policy function are approximated with
local linear models. Taking embedding and delayed effect of
the action into consideration, the system’s state is constructed
carefully, and 17% of cylinder drag reduction is obtained by RL-
controlled self-rotating. Then the artificial neural network
technique is introduced into the field of active flow control on
reducing hydrodynamics drag, which replaces the original way by
using elaborately-designed state representation for the flow
system. Rabault [67] was the first scholar to apply an artificial
neural network trained through a deep reinforcement learning
agent to perform active flow control for cylinder drag reduction.
At Reynolds number of Re = 100, the drag can be reduced by
approximately 8% shown in Figure 6. It was seen that the
circulation area is dramatically increased, and the fluctuation
of vortex shedding is reduced. Their forward-looking work
provided a template for DRL-based active flow control in the
fluid mechanics. Qin [68] modified the reward function with
dynamic mode decomposition (DMD). With the data-driven
reward, the DRL model can learn the AFC policy through the
more global information of the field and the learning was
improved. Xu [69] used DRL to control small rotating
cylinders on the back of the controlled cylinder and achieved
drag reduction, which successfully illustrated the adaptability of
DRL to actuators in AFC problems.

To investigate the generalization performance of DRL, Tang
[70] trained a PPO agent in a learning environment supporting
four flow configurations with Reynolds numbers of 100, 200, 300,
and 400, which effectively reduced the drag for any previously
unrecognized value of the Reynolds number between 60 and 400.

FIGURE 5 | Learning process represented by the variation of objective function values against episode number. Ren and Wang adopt a group of windward-
suction-leeward-blowing (WSLB) actuators to stabilize both the wake of a fixed and flexible cylinder. Left: Learning process represented by the variation of cost function
values against episode number. The four insets show WSLB actuations generated by the DRL agent at different stages of learning. Right: Instantaneous wake patterns
and measured velocity profiles at the four selected stages [64].
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Ren [71] extended the flow condition to a weakly turbulent state
with Re = 1,000 and proved that the PPO agent can still find
effective control policies but requires much more episodes in the
learning. For larger Reynolds numbers like 2000, Varela [72] finds
significantly different forms of nature in the control strategies
from those obtained at lower Re. More importantly, the cross
applications of agents both from Re = 1000 and Re = 1000 were
conducted in a flow with Re = 2000. Two similar results with
different natures of control strategies may indicate that the
Reynolds number regime (Re = 2000) belongs to a transition
towards a nature-different flow which would only admit a high-
frequency actuation strategy to obtain drag reduction. The deep
insight is waiting for future simulations on higher Reynolds
numbers.

Later on, Fan et al. [73] demonstrated the feasibility and
effectiveness of reinforcement learning (RL) in bluff body flow
control problems in simulations and experiments by
automatically discovering active control strategies for drag
reduction in turbulent flow with two small rotating cylinders.
It is a crucial step to identify the limitations of the available
hardware when applying reinforcement learning in a real-world
experiment. After an automatic sequence of tens of towing
experiments, the RL agent is shown to discover a control
strategy comparable to the optimal policy found through
lengthy, systematically planned control experiments.
Meanwhile, the flow mechanism for the drag reduction was
also explored. Through verification by three-dimensional
simulations, as seen in Figure 7, due to the gap between the
large and small cylinders, a jet is informed within the hole,
causing the change of flow topology in the cylinder wake.
Therefore, compared to the non-rotating case, the pressure on
the rear cylinder surface recovered to a negative value with a
smaller magnitude, leading to a significant pressure drag
reduction. Moreover, with the platform of a wind tunnel,
Amico et al. [74] trained an agent capable of learning control
laws for pulsed jets to manipulate the wake of a bluff body at
Reynolds number Re = 105. It is the first application of a single-
step DRL in an experimental framework at large values of the
Reynolds number to control the wake of a three-dimensional
bluff body.

Aerodynamic Performance
To make aviation greener, many efforts have been made to
improve aircraft’s aerodynamic performance to design a more
effective, environmentally friendly air transport system [91].
Active flow control technology can potentially deliver
breakthrough improvements in the aerodynamic performance
of the aircraft, like enhanced lift; reduced drag; controlled
instability; and reduced noise or delayed transition. This
subsection will present recent studies on DRL-based active
flow control for aerodynamic performance improvement.

Several scholars have applied reinforcement algorithms to
achieve effective active flow strategies through numerical
simulations or wind tunnel experiments to enhance lift and
reduce drag. Wang [75] used the PPO algorithm on the
synthetic jet control of flows over a NACA0012 airfoil at Re =
3,000 and embedded lift information into the reward function.
The DRL agent can find a valid control policy with energy
conservation by 83% under a combination of two different
frequencies of inlet velocity. Guerra-Langan et al. [76] trained
a series of reinforcement learning (RL) agents in simulation for
lift coefficient control, then validated them in wind tunnel
experiments. Specifically, an ANN aerodynamic coefficients
estimator is trained to estimate lift and drag coefficients using
pressure and strain sensor readings together with pitch rate.
Results demonstrated that hybrid RL agents that use both
distributed sensing data and conventional sensors performed
best across the different tests.

To suppress or delay flow separation [92], Shimomura and
Sekimoto [77] proposed a practical DRL-based flow separation
control framework and investigated the plasma control
effectiveness on a NACA0015 airfoil in a low-speed wind
tunnel at a Reynolds number of 63000. As seen in Figure 8,
based on deep Q-network(DQN), the closed-loop control keeps
the flow attached and preserves it for a longer time by periodically
switching the actuator on and off. With distributed executors and
priority experience playback, they proved that the Ape-X DQN
algorithm is more stable during training than the DQN algorithm
in such plasma control problem [78]. Moreover, Takada et al. [79]
investigated the performance of plasma control on the
NACA0012 airfoil in compressible fluid numerical simulation,

FIGURE 6 | Comparison of representative snapshots of the velocity magnitude in the case without actuation (A) and with active flow control (B). The lower panel
corresponds to the established pseudo-periodic modified regime, attained after the initial transient control [67].
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FIGURE 7 | Visualization of the vortical flow at three different stages of training. (A) Before training (both small cylinders are held still). (B) After 100 episodes (both
small cylinders rotate at a medium speed). (C) After 500 episodes (both small cylinders rotate at about the maximum speed). (A–C, Top) Local pressure coefficient on the
cylinder surface as a function of angle (θ), with the front stagnation point as zero degrees. The coefficient is shown by the red lines, with black dashed lines representing
the reference coefficient of a single cylinder. (A–C, Middle Left) the z component of vorticity averaged spanwise and in time with the green/red area indicating the
magnitude of negative/positive pressure on the main cylinder. (A–C, Middle Right) Velocity field near the small upper cylinder. (A–C, Bottom) Three-dimensional vortices.
Note that to plot B, we restart the simulation from the flow snapshot saved at episode 100, keep the control cylinders rotating at the same speeds as those of episode
100, and continue to simulate over two vortex-shedding periods; similar procedures are performed to obtain C [73].

FIGURE 8 | An effective DRL-based flow separation control framework [77].
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which obtained the qualitative characteristics of the control
policy [77].

Behavior Patterns
Nature’s creatures are the best teachers for researchers to discover
the rule of behavior patterns, like gliders from birds that soar with
thermal winds [93] or plant seeds that spread by gliding [94]. It is
usually challenging to identify the internal mechanism of this
adaptive pattern and generate corresponding behavior flow
control strategies in another complex condition. Deep
reinforcement learning has provided a new aspect to approach
the goal.

In the identification and reproduction of fish adaption behaviors
in complex environments, Zhu et al. [80] utilized deep recurrent
Q-network (DRQN) algorithm with immersed boundary–lattice
Boltzmann method to train the fish model and adapt its motion to
optimally achieve a specific task, such as prey capture, rheotaxis and
Kármán gaiting. Compared to existing learning models for fish, this
work incorporated the fish position, velocity, and acceleration into
the state space in the DRQN; it considered the amplitude and
frequency action spaces and the historical effects. On the other
hand, Mandralis et al. [81] deployed reinforcement learning to
discover swimmer escape patterns constrained by the energy and
prescribed functional form of the body motion, which can be
transferred to the control of aquatic robotic devices operating
under energy constraints. In addition, Yu et al. [82] numerically
studied the collective locomotions of multiple undulatory self-
propelled foils swimming by Q-learning algorithm. Especially
swimming efficiency is the reward function, and visual
information is included. It is found that the DRL algorithm can
effectively discover various collective patterns with different

characteristics, i.e., the staggered-following, tandem-following
phalanx, and compact modes under two DRL strategies. The
strategies are as follows: one is that only the following fish gets
hydrodynamic advantages, and the other is that all group members
take advantage of the interaction.

As for the gliding, there is also some work related to
reinforcement learning, aiming at performing minimal
mechanical work to control attitude. Reddy et al. [83] used Q
learning to train a glider in the field to navigate atmospheric
thermals autonomously, equipped with a flight controller that
precisely controlled the bank angle and pitch, modulating these at
intervals to gain as much lift as possible. The learned flight policy
was validated through field experiments, numerical simulations,
and estimates of the noise in measurements caused by
atmospheric turbulence. Different from improving lift, Novati
et al. [84] combined a two-dimensional model of a controlled
elliptical body with DRL to achieve gliding with either minimum
energy expenditure, or the fastest time of arrival, at a
predetermined location. As seen in Figure 9, the model-free
reinforcement learning led to more robust gliding than model-
based optimal control policies with a modest additional
computational cost. This study also demonstrated that the
gliders with DRL can generalize their strategies to reach the
objective location from previously unseen starting positions.

CHALLENGES ON DRL-BASED ACTIVE
FLOW CONTROL

Modern control theory provides an essential basis for developing
flow control methods from open-loop control to closed-loop

FIGURE 9 | Visualization of the two prevailing locomotion patterns adopted by RL agents for the active gliding model. Trajectories on the x-y plane for (A) bounding
and (C) tumbling flight. The glider’s snapshots are colored to signal the value of the control torque, and the dashed black lines track the ellipse’s vertices. The grayed-out
trajectories illustrate the glider’s passive descent when abruptly switching off active control. (B, D) Corresponding trajectories on the u-v plane. The trajectories are
colored based on the control torque, and a triangle and circle mark their beginning and end, respectively [84].
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control. However, there may be better uses of time and resources
than the detailed identification of a high-dimensional nonlinear
fluid dynamical system for control. Alternatively, reinforcement
learning with deep learning enables automatic feature
engineering and end-to-end learning through gradient descent,
so reliance on the flowmechanism is significantly reduced, shown
in Section Applications of DRL-based Active Flow Control.

Though highlighted as a novel and promising direction,
there are still some obstacles in the initial stage of DRL-based
flow control. Some of these obstacles originate from the
demand for practical reinforcement learning algorithms
since direct numerical simulation, or experimental data are
expensive to obtain in flow control problems. And others
might be constrained by the flow control system’s
characteristics, such as control delay, sensor configuration,
partial observation, etc. These obstacles have come to light
during the application, and researchers have specified
corresponding solutions with the knowledge of the physical
system. More importantly, they have revealed potential
problems and provided valuable references for similar issues,
which are summarized in Table 2. The following section will focus
on four aspects of challenges in using DRL-based active flow
control: Section Training Acceleration, Section Control Delays,
Sensor Configuration, Section Partial Observables, and Section
Action Dimensionality.

Training Acceleration
Essentially, deep reinforcement learning is an optimization
process based on parameterized policy (usually called “agent”)
through trial and error, which involves many interactions
between the agent and the emulator. Therefore, compared to
supervised/unsupervised learning, deep reinforcement learning is
more time-consuming. Especially for the active flow control
problem, the expensive data acquisition cost is required either
in numerical simulation or wind tunnel experiment to represent
the high dimensional flow state. On the other hand, the weakly-
inductive-bias characteristic of reinforcement learning brings
more possibilities and time consumption. To handle these
issues, some works have been carried out on accelerating
simulations or extracting prior knowledge from expert

information for reinforcement learning, such as expert
demonstrations, behavior cloning, or transfer learning.

From the perspective of accelerating simulation, Rabault et al.
[95] demonstrated a perfect speedup by adapting the PPO
algorithm for parallelization, which used several independent
simulations running in parallel to collect experiences faster. As
for extracting prior knowledge from expert information for
reinforcement learning, Xie [96] firstly derived a simplified
parametric control policy informed from direct DRL in
sloshing suppression and then accelerated the DRL algorithm
with a behavior cloning such simplified policy. Wang [98]
transferred the DRL neural network trained with Re = 100,
200, 300 to the flow control tasks with Re = 200, 300, 1,000.
As shown in Figure 10, it is due to the strong correlation between
policy and the flow patterns under different conditions. Therefore
a dramatic enhancement of learning efficiency can be achieved.

Furthermore, Konishi [97] introduced a physically reasonable
transfer learning method for the trained mixer under different
Péclet numbers. The balance transferability and fast learning on
the Péclet number of the source domain were discussed. By filling
the experience buffer with expert demonstrations, Zheng [99]
proposed a novel off-policy reinforcement learning framework
with a surrogate model optimizationmethod, which enables data-
efficient learning of active flow control strategies.

Control Delays
As the Reynolds number increases, temporal drag fluctuations
under the DRL-controlled cylinder case tend to become
increasingly more random and severe. Due to the appearance
of turbulence in the state space, insufficient regression of the
ANN with the time series during the decision process may result
in deteriorating control robustness and temporal coherence. Due
to the time elapse between actuation and response of flow, Mao
[100] introduced the Markov decision process (MDP) with time
delays to quantify the action delays in the DRL process by using a
first-order autoregressive policy (ARP). This hybrid DRL method
yielded a stable and coherent control, which resulted in a steadier
and more elongated vortex formation zone behind the two-
dimensional circular cylinder, hence, a much weaker vortex-
shedding process and less fluctuating lift and drag forces. This

TABLE 2 | Challenges on DRL-based active flow control.

Category Time References Algorithm Key Words

Training Acceleration 2019 [95] PPO Parallelization of data collection
Training Acceleration 2021 [96] PPO, TD3 Expert demonstrations, behavior cloning
Training Acceleration 2022 [97] DQN Transfer learning, Pe numbers
Training Acceleration 2022 [98] PPO Transfer learning, Re numbers
Training Acceleration 2022 [99] SAC Expert demonstrations, off-policy buffer
Control Delays 2022 [100] ARP–DMDP–PPO MDP, physics-informed delay, regressive
Sensor Configuration 2021 [71] PPO Sensitivity analysis
Sensor Configuration 2022 [101] PPO, DPG Global linear stability, sensitivity analyses
Sensor Configuration 2021 [102] S-PPO-CMA Sparse training, stochastic gate model
Sensor Configuration 2022 [38] PPO Linear genetic programming control
Sensor Configuration 2022 [79] ApeX-DQN Attention Branch Network
Partial Observables 2022 [103] AC Dissipative system, low-dimensional nature
Action Dimensionality 2019 [104] PPO Locality and invariance, densify reward
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method utilized the historical samples without additional training
sampling than the standard DRL method. It can reduce drag and
lift fluctuations by approximately 90% while achieving a similar
level of drag reduction in the deterministic control at the same
actuation frequency.

Sensor Configuration
In the closed-loop control framework, such as deep
reinforcement learning, the sensor must be able to measure
and provide a correct representation of the state of the flow

system. The choice of the sensors, such as the type, number, and
location, has a decisive effect on the maximum performance of
the control policy. Extravagant sensor configuration is a huge and
unnecessary burden in practical applications. The sensors
measuring velocity, pressure, skin friction, and temperature in
various resolutions, are mostly configured based on engineering
experience. There is much room for improvement in adaptive
algorithms, such as performing stability analysis or adopting
novel optimization methods to obtain optimal and sensitive
sensor locations.

FIGURE 10 | Summary of the generalization reinforcement learning test. The black line and the mean line in boxes indicate the averaged drag coefficient in the flow
without and with control, respectively, and the gray shaded area and box bodies show the range of oscillation of the drag coefficient at each corresponding Reynolds
number [98].

FIGURE 11 | RL control of the confined cylinder wake using ten probes. Different distributions of probes lead to a significant divergence in the control performance
[101]. Panel (A) shows the five types of probe distribution, and panel (B) is the corresponding control performance, including the jet flow rate and the shedding energy.
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In terms of stability analysis, Ren et al. [71] performed a
sensitivity analysis on the learned control policies to explore the
layout of the sensor network by using the Python library SALib. It
is concluded that the control had different sensitivity to
locations and velocity components. Li et al. [101] conducted
global linear stability and sensitivity analyses based on the adjoint
method. It is found that the control is most efficient when the
probes are placed in the most sensitive region, and it can be
successful even when a few probes are properly placed in this
manner. This work is a successful example of using and
embedding physical flow information in the RL-based control.
The Comparison between different probe distributions is shown
in Figure 11.

As for the optimization methods, Paris et al. [102] introduced
a novel algorithm (S-PPO-CMA) to optimize the sensor layout,
focusing on the efficiency and robustness of the identified control
policy. Along with a systematic study on sensor number and
location, the proposed sparsity-seeking algorithm achieved a
successful optimization with a reduced five-sensor layout while
keeping state-of-the-art performance. Castellanos et al. [38]
optimized the control policy by combining deep reinforcement
learning and linear genetic programming control (LGPC)
algorithm, which showed the capability of LGPC in identifying
a subset of probes as the most relevant locations. In addition,
Takada et al. [79] have adopted a new network structure named
Attention Branch Network to visualize the activation area of the

FIGURE 12 | Illustration of the 3 different methods for control of a system with translational invariance and locality. From top to bottom: M1, M2, and M3. M1 is the
naive implementation of the DRL framework. M2 takes advantage of translation invariance of the system to reuse the network coefficients for the control of an arbitrary
number of jets. M3 exploits both the translation invariance and the locality of the system by using a dense reward signal [104].
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DRL network, which provided references for sensor
distribution. Especially, Attention Branch Network (ABN)
[105] is a method to clarify the basis of the decision of
neural networks, which enables the generation of an
attention map to visualize the areas the neural network
focuses on. It is clarified that the leading-edge pressure
sensor is more important for determining the control
action, and the trained neural network focused on the time
variation of the pressure coefficient measured at the
leading edge.

Partial Observables
Most current DRL algorithms assume that the environment
evolves as a Markov decision process (MDP), and a learning
agent can observe the environment state fully. However, in the
real world, there are many cases where only partial observation
of the state is possible. That is why existing reinforcement
learning (RL) algorithms for fluid control may be inefficient
under a small number of observables, even if the flow is
laminar. By incorporating the dissipative system’s low-
dimensional space [106] of the learning algorithm, Kubo
[103] resolved this problem and presented a framework for
RL that can stably optimize the policy with a partially
observable condition. In the practical application of a
learning process in a fluid system like a learning agent
without any information about flow state except rigid-body
motion, the algorithm in this study can efficiently find the
optimum control method.

Action Dimensionality
Sometimes it is difficult to handle high action space
dimensionality on complex tasks. Applying reinforcement
learning to those tasks requires tackling the combinatorial
increase of the number of possible elements with the number
of space dimensions. For example, for an environment with an
N-dimensional action space and n discrete sub-actions for
each dimension d, using the existing discrete-action
algorithms, a total of ∏N

d�1nd possible actions need to be
considered. The number of actions that need to be explicitly
represented grows exponentially with increasing action
dimensionality [107].

Belus et al. [104] proposed a DRL framework to handle an
arbitrary number of control actions (jets). This method relies
on satisfactorily exploiting invariance and locality properties
of the 1D falling liquid film system, which can be extended to
other physics systems with similar properties. Inspired by the
Convolutional Neural Networks (CNNs), three different
methods for the DRL agent are designed as shown in
Figure 12. This work set small regions in the neighborhood
of each jet, where states and rewards were obtained. Methods 3
(”M3”) took into account this locality and extract N reward
signals (the number of jets) to evaluate local behaviors with
less dimension. Results showed both a good learning
acceleration and easy control on an arbitrarily large number
of jets and overcomed the curse of dimensionality on the
control output size that would take place using a naive
approach.

CONCLUSIONS

Exploring flow mechanisms and controlling flow has always been
one of the most important and fruitful topics for researchers. The
fluid system’s high dimensionality, nonlinearity, and stochasticity
limit the flow control policy exploration. It has yet to be widely
applied in aviation or the marine industry. As a critical branch of
artificial intelligence, reinforcement learning with deep learning
enables automatic feature engineering and end-to-end learning
through gradient descent so that reliance on domain knowledge is
significantly reduced or even removed. Moreover, the deep and
distributed representations in deep understanding can exploit the
hierarchical composition of factors in data to combat the
exponential challenges of the curse of dimensionality [108],
which is a severe issue for the complex flow system.

Considerable research reviewed in Sections Applications of
DRL-based Active Flow Control and Challenges on DRL-Based
Active Flow Control has proved that deep reinforcement learning
can achieve state-of-art performance in active flow control.
Besides, there are other important topics which are not
presented in the current review, such as optimization design
[109–112], model discovery [113, 114], equation solving [115],
microbiota behavior [116–119], plasmas magnetic control [120],
convective heat exchange [121], chaotic system [122].While there
are some obstacles inevitably, like the demand to accelerate the
training process (Section Training Acceleration) or the
constraints related to the control system’s characteristics, such
as Section Control Delays, Section Sensor Configuration, partial
observation (Section Partial Observables), Section Action
Dimensionality, etc. This review has introduced five topics
with their solutions, and more challenges are invisible below
sea level, just like icebergs. We advocate that the physical
information of the flow should be embedded into the DRL-
based active flow control framework. More advanced data-
driven methods should be fully utilized to discover the
inherent association under big data. Efficient frameworks
embedded with physical knowledge under practical
background can promote the wide industrial application of
intelligent, active flow control technology to the greatest
extent. Based on the above research and our experience, it is
inferred that the study of active flow control based on deep
reinforcement learning in the future can be focused on the
following five aspects:

(1) Accelerate training speed and improve sample efficiency.
Compared with Atari, Go, and other traditional research
fields of intensive learning, the cost of data acquisition is
usually higher compared to numerical simulation or wind
tunnel tests. Moreover, the high-dimensional feature
extraction and random system characteristics are
significant challenges to the convergence of these
algorithms. It is of great significance to make more
rational use of data, including offline paradigm [123],
model building [124], data augmentation [125], etc.

(2) Embed physical information into the reinforcement learning
framework. The pure AI algorithm neglects the dynamics and
believes in the data-driven concept, which is also doomed to
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be inefficient. It is brighter to combine the physical
information into the DRL framework and develop artificial
intelligence technology based on the full use of classical fluid
mechanics research methods.

(3) Attain interpretability from artificial intelligence decision.
Learning to control agents from high-dimensional inputs
relies upon engineering problem-specific state
representations, reducing the agent’s flexibility. Embedding
feature extraction in deep neural networks exposes
deficiencies such as a lack of explanation, limiting the
application of intelligent methods. Explainable AI methods
[126] are advocated to improve the interpretability of
intelligent control. With the help of such practices, further
exploration of more fundamental physical connotations and
scientific cognition of fluid mechanics is expected.

(4) Transfer to the real world and eliminate the sim2real gap. In
practical applications like aircraft flight, it is unsafe to train
agents directly by trial and error. However, the reality gap
between the simulation and the physical world often leads to
failure, which is triggered by an inconsistency between
physical parameters (i.e., Reynolds number) and, more
fatally, incorrect physical modeling (i.e., observation noise,
action delay). Reducing or even eliminating the sim2real gap
[127] is a crucial step in applying reinforcement learning to
industrial applications.

(5) Build up an open-source DRL-AFC community. The rapid
development of deep reinforcement learning in the field of
active flow control owes to the fact that many predecessors
published the code while publishing articles. At present, we
can find the work of Rabault [67, 95], Jichao Li [101], Qiulei
Wang [128] and others on the Github, including containers
for full reproducibility. Such sharing and openness can not
only let fluid mechanics researchers understand the latest
release and update of DRL tools, but also let machine learning
researchers understand the development direction of
algorithms applied to complex physical systems. This

review calls on researchers to further share code and open
source benchmarks, build a multidisciplinary open source
community, further strengthen cooperation, and promote
the application of reinforcement learning in the field of fluid
mechanics.

To summarize, deep reinforcement learning has established
the beacon for active flow control, and its talent potential in
complex flow system remain to be explored. Especially in the
aviation industry, it is expected that this control mode can reach
unprecedented heights and realize the impossible missions in
many science fiction films, for example, rudderless aircraft
controlled by jets, long-endurance vehicles with weak or even
no drag, etc. It is no doubt there is still a long way before DRL-
based flow control realizes real-world application, but it has
promised us a bright future.
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Deep-Learning-Based Uncertainty
Analysis of Flat Plate FilmCoolingWith
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Nowadays, gas turbines intake jet air at high temperatures to improve the power output as
much as possible. However, the excessive temperature typically puts the blade in the face
of unpredictable damage. Film cooling is one of the prevailing methods applied in
engineering scenarios, with the advantages of a simple structure and high cooling
efficiency. This study aims to assess the uncertain effect that the three major film
cooling parameters exert on the global and fixed-cord-averaged film cooling
effectiveness under low, medium, and high blowing ratios br. The three input
parameters include coolant hole diameter d, coolant tube inclination angle θ, and
density ratio dr. The training dataset is obtained by Computational Fluid Dynamics
(CFD). Moreover, a seven-layer artificial neural network (ANN) algorithm is applied to
explore the complex non-linear mapping between the input flat film cooling parameters
and the output fixed-cord-averaged film cooling effectiveness on the external turbine blade
surface. The sensitivity experiment conducted using Monte Carlo (MC) simulation shows
that the d and θ are the two most sensitive parameters in the low-blowing-ratio cases. The
θ comes to be the only leading factor of sensitivity in larger blowing ratio cases. As the
blowing ratio rises, the uncertainty of the three parameters d, θ, and dr all decrease. The
combined effect of the three parameters is also dissected and shows that it has a more
significant influence on the general cooling effectiveness than any single effect. The d has
the widest variation of uncertainty interval at three blowing ratios, while the θ has the largest
uncertain influence on the general cooling effectiveness. With the aforementioned results,
the cooling effectiveness of the gas turbine can be furthermore enhanced.

Keywords: film cooling, gas turbine, deep learning, Sobol method, uncertainty quantification

INTRODUCTION

In gas turbine applications, since the intake gas temperature positively correlates with the power
output, the temperature of the intake gas is expected to be as high as possible in pursuit of a better
power output of a gas turbine. However, such temperature typically exceeds the melting temperature
of turbine blades, which would cause the blade to melt and even lead to potential dangers in a gas
turbine (1). Therefore, it is crucial to develop effective cooling methods to prevent potential
overheating problems and avoid operating in overheated environments. Among a diverse
selection of cooling methods, film cooling is the preferred and widely accepted choice in
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practical applications. A jet of coolant is extracted from the
compressor and sprayed out from the coolant hole drilled on
the flat blade in a designed geometric orientation. This jet of
cooling air soon conflates the mainstream and then quickly
covers the top surface of the blade, serving as an interlayer
between the superheated mainstream air and the blades to
prevent the blades from making direct contact with the hot
mainstream. This process helps to prolong the service life of
the blade.

Nonetheless, the process of predicting the cooling effects from
a given flat plate hole parameter set is complicated by the
complexity and unpredictability of the vortex structure and
gas mixing motion. Previous studies have shown that two
categories of input parameters matter to the resulting film
cooling efficiency. They include the property of the coolant jet
and the coolant injection method. The thermal property of the
coolant includes coolant temperature (2) or coolant-to-
mainstream temperature ratio (3). Garg et al. (2) delved into
the impact of coolant temperature exerted on adiabatic
effectiveness of the gas turbine blades by applying Navier-
Stokes codes. Han et al. (3) concluded that the mainstream-to-
coolant jet temperature ratio impacts the film cooling
effectiveness greatly, and better cooling performance is
achieved at higher temperature. The dynamic coolant
properties of coolant contain coolant density ratio (4) and
blowing ratio (5). Sinha (6) found that increasing the density
ratio would create a negative lifting effect that promotes the
spreading of the coolant jet heavily, and thus, impaired the film
cooling effectiveness significantly. Cao et al. (7) outlined that with
the continuous increasing of blowing ratio, the film cooling effect
first rises and then falls. The coolant injection method contains
the cooling hole shape (8), compound angle (9), inclination angle
(10), and exit lateral diffusion angles (11). Gritsch et al. (8)
concluded that hole shapes significantly impact the film
cooling effectiveness. Most studies have shown that coolant
hole diameter, coolant tube inclination angle, density ratio,
and blowing ratio play a good role in film cooling
effectiveness. Thus, a performance analysis on these elements
is warranted.

Uncertainty analysis is of great importance in gas turbines
(12). Different parameters influence the behavior of the gas
turbine differently. Even slight variations of some specific
parameters could bring considerable differences in the
performance of the gas turbine. However, most previous
uncertainty quantification studies are conducted based on
conventional and inefficient Polynomial Chaos Expansion
(PCE) models. Akbar et al. (13) surveyed seven uncertainty
parameters in total and performed the uncertainty
quantification analysis by the PCE method for film cooling.
Shi et al. (14) used a PCE method to evaluate the uncertain
effect of the conical angles etc. on discharge coefficient and
adiabatic cooling effectiveness. Mathiodakis et al. (15)
implemented research on the effect of ambient humidity on
gas turbine performance and found that under high working
temperatures, the impact that humidity has on the gas turbine is
much more severe compared with low working temperatures.
Huang et al. (16) also applied uncertainty quantification in their

study of the heat transfer performance on rotor blade
squealer tips.

However, the computation time and computation load
increase exponentially in cases of higher dimensions, and the
traditional PCE methods are commonly used to solve the “single
output” problem, i.e., it is more widely used to obtain the overall
cooling temperature of the research region only, instead of the fix-
cord-averaged temperature analysis. Even though theoretically,
the PCE methods can also be utilized to produce laterally
averaged results, the computational cost is relatively higher.
Many beneficial attempts are conducted to solve the
difficulties in high-dimensional cases, such as the surrogate-
based optimization method and artificial neural network et al.,
to conclude the complex non-linear correlation between the input
coolant parameter configurations and the resulting cooling
effectiveness using semi-empirical correlations. Mellor et al.
(17) accomplished that by finding and validating a semi-
empirical correlation. However, the computation is still very
complicated.

In recent years, deep learning has emerged and is making a
favorable contribution in pushing the process of various
application fields forward (18). In fluid mechanics, a surrogate
model based on deep learning is a beneficial tool for setting up the
complicated non-linear, and obscure relation between two data
sets. Ma et al. (19) investigated the behavior of the combustion
chamber in a rocket. They utilized a convolutional neural
network to forecast relations between coolant jet film and
mainstream hot jet. Dolati et al. (20) studied the film cooling
effectiveness by building a GMDH-type neural network to model
the plasma actuator effects over a flat plate. Yang et al. (21)
employed convolution modeling to predict the plugging
problems and cooling efficiency of transpiration film cooling
in the study. Wang et al. (22) utilized a GRU neural network
model to research a variety of cooling parameters in one
dimension to forecast the trench film cooling effectiveness. It
is deduced that it is accessible to use deep learning methods in
film cooling research. Furthermore, Wang et al. also applied a
supervised ANN on a SVG cooling configuration to explore the
non-linear mapping between parameters and performance and
conclude that when the blowing ratio is low, the radius of SVG
dominates the cooling effectiveness (23).

This paper constructed and validated a deep-learning-based
ANN model to obtain the dataset to identify a non-linear
mapping to link the four cooling parameters to cooling
effectiveness. The application of the ANN model greatly
enhanced the reliability of the correlation between parameters
and the performance of the flat film cooling. The four cooling
parameters include coolant hole diameter d, density ratio dr,
coolant tube inclination angle θ, and blowing ratio br, and then
we conducted uncertain effects of these film-cooling parameters
at different blowing ratios. Test Case Definition and Turbulence
Model Selection section defines all the geometries and parameters
related to the test case in detail. The training dataset is generated
using CFD simulations. Then, in Deep Learning Modeling and
Validation section, a seven-layer ANN algorithm is built to obtain
a non-linear mapping. Finally, uncertainty quantification is
conducted in Uncertainty Analysis section to compare the
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effect of uncertain deviation of the three major film cooling
diameters, including single hole diameter, inclination angle,
and density ratio at different blowing ratios. Conclusions are
drawn in Conclusion section.

TEST CASE DEFINITION AND
TURBULENCE MODEL SELECTION

Test Case Geometry Setups
In previous research, the density ratio, blowing ratio, inclination
angle, and diameter of the coolant tube hole are proven to have
the most significant impact on the general temperature
distribution near the external surface of the blade (24, 25). So
in this paper, those four parameters were chosen to be researched.
Given that successive combinations of several repeating units
form the actual configuration of the blades, Figure 1 shows the
three-view drawing of the minimal periodic reference model. The
mainstream chamber and the coolant chamber are modeled as
two cuboids of dimensions 39d0 × 6d0 × 5d0 and 8d0 × 6d0 ×
11.5d0, respectively. Here, d0 stands for the standard diameter of
the circular cross-section of the coolant inlet tube, and d0 =
12.5 mm. 13d0 is measured from the mainstream inlet’s front side
to the coolant tube’s central point. The coolant inlet tube is
inclined at an angle θ concerning the x-z plane. The length of the
coolant tube is 3.8d0. The mainstream inflow has a density of ρm
and velocity of Vm, and the coolant inflow has a density of ρc and
velocity of Vc. Due to the deviation of the cross-section area, this

paper guarantees that the velocity of the jet inflow right at the
coolant exit would accelerate to Vc. The flow direction of the
mainstream flow is defined as going right, and the coolant jet
flows upwards. All values mentioned above remain stationary as
referenced except for the diameter, inclination angle, density
ratio, and blowing ratio. Table 1 summarizes the deviation
interval of these four parameter inputs. These settings are the
same as other scholars’ research (19, 21, 24, 25). When one
parameter is adjusted, to keep mono-variate, other parameters
remain unchanged. This is achieved by slightly adjusting Vc and
Tc. For example, when dr is changed from 1.1 to 1.2, Vc and Tc are
adjusted to ensure that br, d, and θ are all unchanged.

Computational Assumptions and Variables
Ansys Fluent software is proven to have excellent performance in
solving cooling problems (28-30). The problem is solved by
applying steady-state solvers, which function by performing

FIGURE 1 | Schematic of the flat plate film-cooling configuration: (A) Front view; (B) Left view; (C) Top view; (D) Stereogram.

TABLE 1 | Values of the film cooling parameters used in CFD.

Cooling parameters Values

Blowing Ratio, br [0.5,1.0,1.5]
Film Cooling Diameter, d/(mm) [10.5, 11.5, 12.5, 13.5, 14.5]
Coolant Inclination Angle, θ/(degree) [15, 25, 35, 45, 55]
Density Ratio, dr [1.1, 1.2, 1.3]
Mainstream Temperature, Tm/(K) 313
Mainstream Velocity, Vm/(m/s) 20
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several iterations until the result converges. The standard to
determine convergence is by comparing the continuity residual
with 10−4 (27). If using a machine with 56 CPU to obtain the
225 datasets, it takes approximately 675 (225 × 3) hours. The
mainstream and coolant inlet are assumed as velocity boundary
conditions, and the mainstream outlet pressure is set to be 1 atm.
Adiabatic and no-slip wall boundaries are applied for the
mainstream and coolant chamber walls. Both flows are treated
as superheated ideal gas, which follows the ideal gas law and is
incompressible for low speed. The buoyancy effect is not assumed
followingWang et al. (22, 27) and Yang et al. (26, 29). The Prandtl
number of the turbulent is set to 0.667.

The dr and br are defined as shown in Eqs 1, 2. dr is defined as
the temperature ratio at the mainstream versus the coolant jet.
ρm and ρc mean the mainstream jet gas density and coolant jet gas
density, respectively. The subscripts “m” and “c” denotes
mainstream and coolant, which remain the same for
temperature T and velocity V which are defined later.
Furthermore, the definition of br can be interpreted as the
product of dr and the velocity ratio at the coolant jet and
mainstream.

dr � ρc
ρm

� Tm

Tc
(1)

br � ρc × Vc

ρm× Vm
(2)

To avoid using a complicated high dimensional temperature
matrix to represent the cooling efficiency, T* and T* are defined in
Eqs 3, 4. T is the gauged temperature of the adiabatic and no-slip
wall, with * denoting “dimensionless”, and short bar overhead “−”
labeling “fixed-cord-averaged.” To represent the wall temperature,
the output is interpolated as a 64 × 256-dimensional matrix from
0 <z < 6d0, 13d0 <x < 39d0.

T* x, z( ) � T x, z( ) − Tc

Tm − Tc
(3)

T* x, z( ) � 1
64

∑64
1

T* x, z( )dz (4)

Besides, the film cooling effectiveness at a single point,
together with the fixed-cord-averaged and general film cooling
effectiveness are derived according to dimensionless temperature
T*, as shown below in Eqs 5–7.

η x, z( ) � Tm − T
Tm − Tc

� 1 − T* x, z( ) (5)

�η x( ) � 1
64

∑z�64
z�1

η x, z( ) (6)

ηav �
1
64

( ) ×
1
256

( ) ∑z�64
z�1

∑x�256
x�1

η x, z( ) (7)

Equation 8 defines the Mean Absolute Error (MAE), which is
the index chosen to quantify the performance of a method. In the
equations, m denotes the total sample size, ai is the training data
gained by Reynolds-Averaged Navier-Stokes (RANS) model, and

yi is the data acquired via the Large Eddy Simulation (LES)
carried out by Wang et al. (31).

MAE � 1
m
∑m
i�1

ai − yi
∣∣∣∣ ∣∣∣∣ (8)

Turbulence Model Validation
Following other studies, the Fluent ® 18.0 software is applied to all
cases (21, 31). A validation experiment is conducted on the
downstream central line’s temperature and jet velocity
distributions. This validation experiment aims to find the most
suitable turbulence model for the following ANN and uncertainty
quantification (UQ) analysis. The reference conditions are d =
d0 = 12.5 mm, θ = 35°, dr = 1.2, and br = 1.0, which follows Wang
et al.’s settings (27). The three candidate numerical methods are
the SA model, the RNG k-ε model, the SST k-ω model, the
Realizable k-εmodel, and the experimental data from Ito (32, 33)
and Sinha et al. (6) are used for comparison. The plot is shown in
Figure 2, where x denotes the x-coordinate of the coolant jet
outlet. The ratio x/d0 is set as an x-axis parameter in two plots to
realize parallel comparison under different d0 selections. The
coordinate interval researched is concentrated from 13d0 < x <
39d0, 0< z < 6d0. The data located in the region where x < 13d0 is
truncated because the constant mainstream temperature is
assumed. In Figure 2A, the central-line film cooling
effectiveness of the outer surface of the blade is computed via
four numerical methods and two sets of experimental data.
Figure 2B compares the four numerical models’ mean average
values (MAE). The results indicate that the MAEs for the SA and
Realizable k-ε models are larger than the SST k-ω and RNG k-ε
models. Furthermore, the trend of the RNG k-ε model results
matched better with the data obtained from the experiments. The
MAEs for the SST k-ω and the RNG k-ε models are 0.0106 and
0.0117, respectively. In comparison, the MAE for the Realizable
k-ε model and SA model are 0.0241 and 0.0228, respectively,
which are almost twice as large as the RNG k-ε and the SST k-ω
model. Therefore, the RNG k-ε model is utilized in this study.

Grid Independence Study
In this study, the unstructured hybrid mesh is utilized. The y+
value for the near-wall cell is 1. Moreover, the grid stretch ratio is
measured as 1.2 away from the solid wall. The grid cell number
must be determined carefully since a massive number of grid cells
raises the computational time meaninglessly, while too limited
cell number conveys limited temperature distribution
information and causes inaccuracy (34, 35). Therefore, the 2,
4.5, 6, and 7.5 million grid sizes are studied on the centerline of
the flat plate model. The result is shown in Figure 3.

When the location is right downstream of the coolant hole, the
2-million case obviously differs from 4.5, 6, and 7.5-million cases,
whereas the difference narrows as the distance increases. The
7.5 million grid cell case has the most significant fluctuation
among all, which implies that the 7.5-million case is the most
sensitive to react. This paper sets the grid cell number at a 6-
million grid size for analyzing training and validation CFD data.
Figure 4 is the mesh schematic from three views: Axonometric,
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Front, and Top. It can be observed that a more accurate mesh
resolution is located near the coolant hole.

DEEP LEARNING MODELING AND
VALIDATION

Data Preparation
Given the enormous computational amount of the CFD
method, this paper adopts ANN to reduce the
computational burden. The input is a matrix containing
coolant tube diameter, coolant tube inclination angle,
density ratio, and blowing ratio. The output is a
64 × 256-dimensional matrix, with each entry representing
the grid’s temperature at the flat plate model’s external
surface. Cooling effectiveness can thus be obtained from

this output matrix by applying Eqs 3–7. The input data are
normalized within (0, 1) before plugging into the input matrix.
In Eq. 9, each parameter with the subscript “norm” stands for
the corresponding parameter after normalization. The
learning domain is set in the rectangular region, with x and
z coordinates fulfilling 13d0<x < 39d0, 0<z < 6d0.

θnorm � θ − θ min

θ max − θ min
� θ − 15
55 − 15

� θ

40

brnorm � br − br min

br max − br min
� br − 0.5
1.5 − 0.5

� br − 0.5

dnorm � d − d min

d max − d min
� d − 10.5
14.5 − 10.5

� d − 10.5
4

drnorm � dr − dr min

dr max − dr min
� dr − 1.1
1.3 − 1.1

� dr − 1.1
1.2

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(9)

Structure of ANN
The ANNmodel is utilized to build the non-linear relationship
between four flat plate configuration inputs, and the output
temperature distribution matrix near the flat plate surface. The
ANNmodel has seven layers in total, including one input layer,
five hidden layers and one output layer. The first layer contains
the four input parameters clarified above, and the information
is propagated forward to the next layer through weighting,
biasing, and activation (29). The activation of the first six
layers is accomplished by applying the “Rectified Linear Unit”
(ReLU) to intensify the non-linear regression before the output
layer. A sigmoid function accomplishes the activation of the
output layer.

Equation 10 shows the forward propagation process in the first
six layers, where the weight matrix and bias matrix are denoted
usingW and b, respectively. The yh denotes the output of the 2nd,
3rd, 4th, 5th, and 6th layers. Equation 11 shows the forward
propagation in the output layer. The yout stands for the output
layer. In the output layer, final weighting and biasing are
implemented. Then the result will be plugged into a sigmoid

FIGURE 2 | Comparison between model validation: (A) Dimensionless temperature comparison between models on center line results; (B) MAE comparison
between models.

FIGURE 3 | Centerline dimensionless temperature with 2, 4.5, 6, and
7.5 million grid cells.
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function to generate the predicted temperature distribution as the
output value.

Batch normalization and dropout are implemented in the five
hidden layers to enhance learning and avoid the neural network
collapsing by big data. Mean square error (MSE) is deployed as a
loss function to assess the difference between predicted
temperature T and the CFD simulated value P, as shown in
Eq. 12. The dropout is set to 0.1 in case of overfitting. The

regression starts from 4 neurons and then multiplies until
256 neurons in the output layer. Figure 5 graphically
illustrates the regression process. 45,176 parameters in total
are yet to be defined.

ReLU x( ) � 0, x < 0
x, x ≥ 0

{
yh � ReLU Wx + b( )

⎧⎪⎨⎪⎩ (10)

FIGURE 4 | Mesh schematic with enlarged part.

FIGURE 5 | Structure of the 7-layer ANN model.
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σ x( ) � 1
e−x + 1

yout � σ Wx + b( )

⎧⎪⎨⎪⎩ (11)

MSE � T − P| |2 (12)

Training and Validation
In the training process, the learning rate is one of the most
significant hyperparameters that needs to be determined when
applying ANN (36, 37). In this study, the learning rate is set to
0.01, and it is reset to 10% of its former value after every
1,000 epochs to keep convergence. The MSE is used to be the
error index to evaluate whether the convergence of the model is
accomplished. Figure 6 shows that as the number of epochs
increases, the MSE value converges. There is a noticeable
fluctuation before the epoch reaches around 500. However,
with the continuous growth of epochs, the value of MSE and
the fluctuation keep falling.

According to the result, the 0.01 learning rate and reduction to
10% of its last value every 1,000 epochs is a good choice. Quoted
error (QE) is proposed in Eq. 13 to measure the ANN model’s
absolute error. QE also serves as an index to help find the optimal
hyperparameter settings. In the expression of QE, T is the
temperature derived from CFD simulation, and P is the
predicted temperature result at the final layer of the ANN.
η *
min is a fixed number 0, and the upper bound of η *

max is 1.
The result is scaled to a hundred percent of the corresponding QE
value.

QE � T − P| |
η *

max − η *
min( ) × 100% (13)

The ANN model uses QE to find the optimized
hyperparameter settings containing splitting ratio, dropout,
and batch size. The splitting ratio is acquired by dividing the
amount of validation dataset by the whole dataset. A higher
splitting ratio means a relatively lower portion of data is utilized

in the training process. Thus, a balance in training and validation
must be determined to achieve better prediction efficiency and
accuracy. An experiment aiming at finding the optimal splitting
ratio is conducted, and the result is shown in Figure 7A. The QE
value of the case with splitting ratio = 0.2 is the highest compared
with the situations whose splitting ratios are 0.1 and 0.3, which
indicates that there is no simple proportional relationship
between the magnitude of the error and the magnitude of
splitting ratio. Besides, it is found that the QE value of the
validation dataset is always higher than the training dataset by
the ANN algorithm, regardless of which splitting ratio is chosen.
Results show that a splitting ratio of 0.3 is believed to be the best
among the three splitting ratios researched.

Similar experiments are designed for dropout and batch size.
Figure 7B is the result of finding the ideal dropout. There is an
apparent disparity between the case where the dropout is
0.1 compared to cases with 0.2 and 0.3 dropouts. The QE for
the training dataset with 0.1 dropout is 0.31%, and the QE for the
validation dataset with 0.1 dropouts is 0.33%. The QEs for the
other two cases vary from 0.52% to 0.55%, which are much larger
than those with a dropout of 0.1. This proves that the case with a
dropout of 0.1 has the least error between the predicted
temperature and the simulated value.

For Batch size, three different batch sizes are studied, and
Figure 7C plots the result. The QE values of three different batch
sizes are all located at [0.31%,0.38%], which implies that the batch
size does not serve as a significant parameter with a considerable
influence on the output in the ANN model. In the case with
32 batch size, the MSEs for the validation and training datasets
are 0.33% and 0.31%, respectively. Therefore, the optimal batch
size of 32 is chosen. For learning rate, as shown in Figure 7D, it is
easily found that the varied learning rate could provide the best
performance over the fixed learning rate such as 0.01, 0.001, and
0.0001. In all, the optimal hyperparameters are: dropout = 0.1,
batch size = 32, splitting ratio = 0.3, and a varied learning rate.

Moreover, the structure of the ANN has been investigated to
obtain the best performance. With these optimal parameters, the
number of layers is determined to be 7 and the modes are
determined according to the symmetry aiming for best
training results. The information of different layers and nodes
selection is shown in Table 2 below. We chose 2, 3, 4, 7, and
9 layers because under these cases, the nodes arrangements are
symmetric from 4 nodes to 256 nodes. In the experiment, we find
that when the layer number comes to 7, the quoted error value
(QE) reaches its minimum. However, we find that the quoted
value of the 9-layer case increases, which is because too much
layer increases the number of parameters and the iteration error.
In the process of training, it is also reasonable in practice that
some parameters are lost. After comparison, we find that the QE
value of the 7-layer case is quite acceptable, so we consider
7 layers as the best layer number choice.

To further visualize the prediction accuracy using the designed
ANN model, the fixed-cord-averaged film cooling effectiveness
achieved by the ANN and CFD method simulation are compared
for training and validation datasets. Six cases with diverse input
parameter sets containing θ, d, dr, and br are randomly selected.
The fixed-cord-averaged film cooling effectiveness on the upper

FIGURE 6 | Loss of the ANN model.
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surface of the turbine blade under six different cases are shown in
Figure 8. All the six plots in Figure 8 are about the fixed-cord-
averaged cooling effectiveness results. The blue dotted lines in the
plots represent the CFD cooling results, while the red line
indicates the ANN results.

Figure 8A is for training datasets, and Figure 8B is for
validation datasets. The result shows that the temperatures
predicted using the ANN model for the training and
validation datasets almost overlap with the temperatures
obtained from CDF simulation. For example, in the case
where d = 10.5 mm, θ =15 °, dr = 0.3, br = 0.5, the fixed-cord-

averaged cooling effectiveness derived by CFD is 0.108 when x/d0
is positive zero, compared with the result derived by the ANN
model of 0.130. While x/d0 increases up to 15, the two curves
almost overlap, and the error is negligible. After x/d0 goes beyond
15, the error expands to its maximum value of 4.28%, where x/d0
equals 17.4. Then, as x/d0 keeps increasing, the error minimizes
continuously. At the back end of the research region, the error is
close to zero again. For fixed-cord-averaged film cooling
effectiveness, the QE for training datasets is 0.29%, while for
the validation dataset it is 0.32%. Conclusion can be drawn that
even though fluctuation still occurs inevitably, the regression

FIGURE 7 | QE values under different hyperparameters setups: (A) Splitting ratio; (B) Dropout; (C) Batch size; (D) Learning rate.

TABLE 2 | Layers and nodes information and corresponding QE values.

Number of layers Nodes details QE for training group (%) QE for validation group (%)

2 4-256 0.91 0.96
3 4-128-256 0.35 0.40
4 4-16-64-256 0.32 0.36
7 4-8-16-32-64-128-256 0.31 0.33
9 4-8-16-16-32-64-64-128-256 0.34 0.45
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performance of the ANN model in fixed-cord-averaged film
cooling effectiveness is delighted under all randomly selected
cases.

Besides the fixed-cord-averaged cooling effectiveness, the
general cooling effectiveness is also studied to enhance the
above conclusion. Figure 9 compares the overall film cooling
effectiveness from CFD and ANN methods downstream the
coolant hole. The relationship between general film cooling
effectiveness and computation numbers is plotted in Figure 9.
225 (3 × 5 × 5 × 3) cases of 0.3 splitting ratio are included, which

means that Figure 9A includes the 156 training data, Figure 9B
includes the 69 validation data. And they are ranked according to
the magnitude of their general film cooling effectiveness to exhibit
the results in a visual-friendly way. We labeled each data point
using Computation No. from 1 to 156 and from 1 to 69 as shown
on the horizontal axis. So, two lines are both discrete lines. Even
though it is inevitable for the ANN and CFD results to have
differences because the ANN’s training data are derived from
CFD. The results show that the general film cooling effectiveness
derived from the ANNmodel is accurate enough for both training

FIGURE 8 | Fixed-cord-averaged cooling effectiveness results comparison by the ANN and CFD model; (A) Training datasets; (B) Validation datasets.

FIGURE 9 | General results comparison by the ANN and CFD model; (A) Training datasets; (B) Validation datasets.
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and validation data, regardless of the computation number. For
general film cooling effectiveness, the QE for training datasets is
0.35%, while for the validation dataset, it is 0.30%.

UNCERTAINTY ANALYSIS

Monte Carlo Simulation and Sample Size
As the designing and manufacturing processes are deterministic,
the variety of structures is usually not considered. For products
with simple designs, the function could be achieved. However, the
performance of sophisticated appliances such as gas turbines
could vary significantly due to the uncertain deviation of their
parameters. The best way to analyze and reduce unexpected
uncertainty is to conduct an uncertainty quantification analysis
of all related parameters (38, 39). In this paper, the parameters
studied are d, θ, dr, and br.

Monte Carlo (MC) simulation is an extensively utilized
technique to quantify the engineering field’s uncertainty
among various kinds of uncertainty quantification methods
(40). MC simulation conducts statistical analysis to sample
datasets obtained by repeated random sampling (41). MC
simulation shows excellent advantage in mathematics and
engineering due to its concise methodology, broad
application domain, and various software choices (38). The
mean and standard deviation of the mean squared pure error
(MSPE), namely MSPEμ andMSPEσ are studied instead to
impair its harmful effect. The random samples are generated
in the following way: Firstly, a sample vector �x is formed from
the normalized training dataset, which is �x = (d, θ, dr, br), and
each entity is normalized with a value ranging from 0 to
1 according to Eq. 9. Secondly, enough sample vectors �x are
generated in the same way and are arranged to form a
distribution X for the following MC simulation. The
sample size is defined as the number of sample vectors in
each distribution. Therefore, parallel experiments are
conducted, and the MSPE is proposed to quantify how

well the MC simulation behaves. The mean and the
standard of MSPE are defined in Eq. 14. The experiment
results are shown in Figure 10. It can be observed that even
though the MSPEσ andMSPEμ almost remain at a steady
level, when the sample size is below 10,000, the fluctuation of
bothMSPEσ andMSPEμ are very large, which represents that
a sample size smaller than 10,000 is not suitable for MC
simulation. As the sample size increases, however, the
undulations of both the mean and the standard deviation
narrow and remain stable continuously. Therefore, 10,000 is
chosen as the optimal sample size for this research.

yavg � ∑n
i�1yi

n

MSPEσ �
��������������������
1

n − 1
× ∑n

i�1 yi − yavg( )2√

MSPEμ � 1
n − 1

∑n

i�1 yi − yavg( )2

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩
(14)

Sensitivity Analysis by Sobol Method
After the parameter distribution is settled, the Sobol method is
utilized to investigate how the sensitivity of br, d, θ influences
the film cooling effectiveness under three different values of dr.
The Sobol method shows excellent performance in the
sensitivity analysis (42, 43). The sample vector x is firstly
transferred into the uncertainty input vector {X1, X2, X3 },
where X1, X2, and X3 denote coolant hole diameter, inclination
angle, and density ratio, respectively. A functional mapping
Y = f(X) is constructed to represent the relation between X and
Y, where Y is the general film cooling effectiveness, ηav, defined
in Eq. 7.

Sobol indices are defined in Eq. 15, where Si and STi are the first
and total-effect variance-based Sobol indices, respectively. The Sobol
index is used to quantify the sensitivity of a parameter. The larger the
Sobol index is, the more significant impact its corresponding
parameter has. Xi is the input parameter among the uncertainty

FIGURE 10 | MSPE values for MC for diverse sample size: (A) Mean of MSPE (B) Standard deviation of MSPE.
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input set {X1, X2, X3 }, X~i denotes the set of all the input variables but
Xi. By applying uncertainty deviation to each of the four-parameter
sets, Y is affected to vary accordingly. Hence, the variances of Y
under diverse scenarios are defined in Eq. 16.

Si � 1
Cov Y,Y( ) × CovXi EX~ 1 Y|Xi( ), EX~ 1 Y|Xi( )( )

STi � Cov Y, Y( ) − CovXi EX~ i Y|Xi( ), EX~ i Y|Xi( )( )
Cov Y, Y( )

⎧⎪⎪⎨⎪⎪⎩ (15)

FIGURE 11 | Sodol Indices for d, θ, dr at (A) br = 0.5; (B) br = 1.0; (C) br = 1.5.
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Vi � CovXi EX~ i Y|Xi( ), EX~ i Y|Xi( )( )
Vij � Cov EX~ ij Y

∣∣∣∣Xi,Xj( ), EX~ ij Y
∣∣∣∣Xi,Xj( )( ) − Vi − Vj

Cov Y, Y( ) � ∑n
i�1
Vi +∑n

i< j

Vij + V1,2,...,n

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩ (16)

In addition to Si and STi, the temperature distribution near the
blade also needs attention. If the blade surface is well covered by
the cooling jet, its life span and reliability could be extended and
increased heavily. To set up computation, the Probability
Distribution Function (PDF) is introduced to represent the
distribution of cooling effectiveness of every grid point on the
flat surface of the turbine blade. The PDF are defined in Eq. 17.
Where y denotes the general film cooling effectiveness predicted
by the ANN model, μ and σ is the mean value and standard
deviation of the y.

PDF y( ) � 1
σ

���
2π

√ e−
y−μ( )2
2σ2

μ � 1
n
∑n
i�1
yi

σ �
�����������
1
n
∑n
i�1

yi − μ( )2
√

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
(17)

Test Case Definition and Turbulence Model
Selection
By applying the uncertainty Sobol method to represent the three
geometric parameters at blowing ratios of [0.5, 1.0, 1.5], the
results of experiments are plotted in Figures 11A–C.

Figure 11A shows that at the low blowing ratio, the coolant
hole diameter d has the largest value for both the Si and STi. It
means that among the three geometric parameters, the deviation
of coolant hole diameter has the largest uncertainty influence on
the global film cooling effectiveness at a low blowing ratio.
Followed by the hole diameter is the coolant jet inclination
angle. Regardless of Si or STi, the uncertainty Sobol indices are
both around 35%. The deviation of the density ratio is the weakest
of all three parameters, the Sobol indices of which are less than
2%. In all, when the blowing ratio is set to 0.5, the trends of Si and
STi for d and dr show high similarity. d is the dominant index
which composites nearly 64%, θ yields around 35%, and dr has
the most minimal effect on the uncertainty result.

For the medium-blowing ratio of 1.0, the order of the impact
of the three geometric parameters changes utterly. Figure 11B
shows that the difference between the Si and the STi is tiny. Still,
the θ affects the result far more than the other two parameters.
The Si and STi of θ both exceed 80%, which are approximately
eight and fifteen times more than those of d and dr. It can be
concluded that when the br is 1.0, the uncertain deviation of θ has
the most significant impact on the general film cooling
effectiveness.

Figure 11C indicates that for a large blowing ratio of 1.5, the
corresponding result can be interpreted as a magnified one of a
blowing ratio of 1.0. The coolant hole inclination angle is still the

primary parameter, but its Sobol index is furthermore prominent
than the medium-blowing ratio case. This time, the first-order
and overall Sobol indices for θ outstrip 95%. Compared with the
Sobol indices under the medium blowing ratio br, the hole
diameter d and density ratio dr, which are all less than 3%,
show negligible influence on the general cooling effectiveness.
Moreover, it is found that when the blowing ratio increases, the Si
and STi for all parameters increase accordingly.

In the gas turbine application, in a low blowing ratio case, both
the coolant hole diameter and inclination angle significantly
impact cooling effectiveness. However, the uncertain deviation
of coolant hole diameter has a more significant effect. As for a
high blowing ratio, usually more than 1.5, the coolant hole
inclination angle needs special attention. In medium and high
blowing ratio cases, the coolant inclination angle dominates the
results, and its dominant effect increases as the blowing ratio
increases, in all three cases. The trends of the first-order and the
total-effect index are very similar. Thus, the same conclusion can
be drawn.

Figure 12 shows the flow field of the flat plane. Since there are
up to 225 cases in total, a reference case for the flow field example
is defined with the following parameters: d = 14.0 mm, θ = 40+,
dr = 1.2, br = 0.5. Figure 12A is the top view. It can be found that
the flow field is highly symmetric on the top surface, and the
green region is the widest temperature region, which occupies
more than half the length of the region downstream of the
confluence on the centerline. Moreover, the lateral diffusion is
not evident since the width of the coolant stream keeps nearly
equal to the hole diameter. Figure 12B is the front view of the
flow field. It is detectable that right downstream the coolant hole,
a reverse vortex pair is generated that drives the coolant jet away
from the blade. A portion of the coolant on the top blends into the
mainstream. The flow field shows that as the two jets move
forward, the convergence of the two streams becomes more
pronounced. Thus it is true that the coolant jet performs well
only at a limited distance downstream of the confluence point.
The reference case has a blowing ratio of less than 1, which means
that the mainstream moves faster than the coolant jet, so
Figure 12C indicates in the cross-section view that the general
effect of gas motion is moving from the coolant jet to the hot
mainstream. This leads to the coolant jet’s diffusion and thus
significantly impairs the cooling effectiveness. While in the cross-
section view, we can also find that the coolant jet, which stays near
the surface of the turbine blade, is rotating in a closed loop, that
ensures that coolant is not lifted away from the blade, and
achieves better cooling effectiveness at the surface layer of the
blades.

During the experiment and analysis, it is found that under the
small blowing ratio case of br = 0.5, the coolant hole diameter d
has more impact sensitivity on the general film cooling
effectiveness, compared with the coolant inclination angle.
However, under a larger blowing ratio of 1.0, the coolant
inclination angle has more effect than hole diameter. To
further explain the flow physics that account for this result,
the flow field of the cases under low and high blowing ratios,
including d = 10.5 mm and 11.5 mm, coolant inclination angles of
20° and 30°, and in both x-z and y-z direction are compared and
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analyzed. From a top view, by comparing Figures 13A,B and
Figures 13A,C, we find that the low-temperature region at the
center of the coolant hole expands to a larger degree under the
influence of diameter change. This discovery implies that under a

small blowing ratio of br = 0.5, the change in cooling effectiveness
due to diameter change is larger than the change due to
inclination angle. As for the case where the blowing ratio is as
large as br = 1.0, Figures 13D,E and Figures 13D,F shows that

FIGURE 12 | Details of flow fields under different views: (A) X-Z; (B) X-Y; (C) Y-Z.

FIGURE 13 |Comparison of the top-view flow behavior at y/d = 0 in x-z plane. (A) br = 0.5, d = 10.5 mm, θ = 20°; (B) br = 0.5, d = 11.5 mm, θ = 20°; (C) br = 0.5, d =
10.5 mm, θ = 30°; (D) br = 1.0, d = 10.5 mm, θ = 20°; (E) br = 1.0, d = 11.5 mm, θ = 20°; (F) br = 1.0, d = 10.5 mm, θ = 30°.
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the influence of the inclination angle is larger than the influence
of the diameter, because the coolant flow in (F) shrinks
dramatically, while the ones in (D) and (E) are similar to each
other. Figure 14 shows the cross-section view of the same 6 cases
in Figure 13. When the blowing ratio is low, the difference of
width of the CVP between Figures 14A,B is larger than the
difference between Figure 14A,C; whereas, under a large blowing
ratio, the coolant CVP is lifted to a larger degree in the case of
increasing the angle instead of increasing thecoolant hole
diameter. As shown in Figure 14F, the height of the CVP
center climbs higher under the influence of the inclination
angle compared with Figure 14E. Furthermore, the CVP is
rotating upward, which results in the additional lifting of the
coolant flow at the location of x/d = 19. This impairs the cooling
effectiveness as well.

In addition to utilizing Sobol indices on behalf of the
sensitivity, the control variate method is deployed to further
research the individual effect of the three independent geometric
parameters on the general effectiveness of cooling under three
different blowing ratios in terms of the probability
distribution(44). The reference values for d, θ, and dr are

12.5 mm, 35°, and 1.2 respectively. While varying one of the
three, the others are set as the value in the reference case to
achieve uniformity. Figure 15 shows the probability distribution
of general cooling effectiveness at different blowing ratios. The
four subplots study the three single-parameter effects and the
combined effect.

As shown in Figure 15A, the PDF distribution of the
coolant hole diameter is studied. When the blowing ratio is
0.5, the 95% confidence interval due to hole diameter is [0.070,
0.113]. However, those for blowing ratios of 1.0 and 1.5 are
[0.030, 0.049] and [0.014, 0.017], respectively. The
corresponding interval length for the three blowing ratios
are 0.043, 0.019, and 0.003, respectively. The result shows
that as br is increasing, the 95% confidence interval due to hole
diameter narrows rapidly, almost halving each time, and the
mean of general cooling effectiveness decreases continuously,
indicating that the uncertainty caused by hole diameter
decreases.

For the hole inclination angle, as shown in Figure 15B, when
the br increases, the uncertainty effect maintains a high level due
to the hole inclination angle. The confidence intervals remain

FIGURE 14 |Comparison of the side-view flow behavior at x/d = 16 in y-z plane. (A) br = 0.5, d = 10.5 mm, θ = 20°; (B) br = 0.5, d = 11.5 mm, θ = 20°; (C) br = 0.5,
d = 10.5 mm, θ = 30°; (D) br = 1.0, d = 10.5 mm, θ = 20°; (E) br = 1.0, d = 11.5 mm, θ = 20°; (F) br = 1.0, d = 10.5 mm, θ = 30°.
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wide for all low, medium, and high blowing ratios. This is
different from the case for hole diameter. With the increase of
br, the range of variation of general film cooling effectiveness of
inclination angle decreases from 0.030, 0.029 to 0.023 after simple
calculation. It can be concluded that with the increasing of the
blowing ratio, the uncertainty caused by the inclination angle θ
reduces, but with a lower decreasing speed than the hole diameter.

Figure 15C shows that the magnitude of the length of the
confidence interval of the density ratio is the smallest among all
parameters. However, the PDF value of the density ratio is the

highest, the minimum value of which still exceeds 160 in the case
of the br = 1.0.

The uncertainty of the combined effect decreases as br
rises, and the combined effect is more prominent than all
three single effects. In Figure 15D, for example, the 95%
confidence intervals are [0.062, 0.112], [0.023, 0.058], [0.004,
0.027], and the interval lengths are 0.060, 0.035, and 0.023,
respectively. Compared with the single effect caused by the
inclination angle θ, the interval length of the combination
becomes wider.

FIGURE 15 | PDF distribution of general film cooling effectiveness at three blowing ratios: (A) d; (B) θ; (C) dr; (D) Combined effect.
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CONCLUSION

This study aims to improve the gas turbine performance by
strengthening the film cooling effectiveness, especially by
focusing on the uncertainty of the three significant parameters,
including single hole diameter, density ratio, and inclination angle,
on the film cooling effectiveness under low, medium, and high
blowing ratios. The uncertainty analysis was conducted using a
deep-learning-based ANN model and uncertainty quantification
method. Firstly, all related indices and research regions are defined
at the beginning. Due to its best performance, the six-million grid
size and the RNG k-ε model are chosen for the turbulence model.
Secondly, a high-performance ANNmodel is delicately constructed
for training and to seek the non-linear correlation between the
parameter input and the cooling effectiveness output. CFD provides
training and validation datasets. Finally, the sensitivity of three
parameters is quantified, and uncertainty quantification is
conducted to quantify the single and combined effect of the
uncertainty of these three parameters on the general cooling
effectiveness. The following conclusions are drawn.

1. After careful hyperparameter selection and training, the ANN
model built in this study shows excellent performance in
predicting the general and fixed-cord-averaged film cooling
effectiveness according to input parameters compared with
the data simulated by the CFD method. The QE value for
fixed-cord-averaged film cooling effectiveness in training and
validation datasets are 0.29% and 0.32%. The QE value for
general film cooling effectiveness in training and validation
datasets are 0.35% and 0.30%.

2. The Sobolmethod based onMC simulation shows that at a small
blowing ratio, the coolant tube’s diameter and inclination angle
are two main factors to the cooling effectiveness, and the former
has amore dominant effect. Atmedium and large blowing ratios,
the inclination angle is the only leading factor to the film cooling
effectiveness. Furthermore, the maximum effect of the
inclination angle increases as the blowing ratio grows.

3. Uncertainty quantification reveals that the uncertainty of hole
diameter, inclination angle, and density ratio all decrease as
the blowing ratio rises. Moreover, the combined effect shows a
higher impact on the general cooling effectiveness than any
single effect. Within three parameters, the variation of the
uncertainty interval of the hole diameter at three blowing
ratios is the most obvious. Furthermore, the inclination angle θ
has the most extensive uncertain influence on the general film
cooling effectiveness among the three single parameters

DATA AVAILABILITY STATEMENT

The data that support the findings of this study are available from
the corresponding author upon reasonable request.

AUTHOR CONTRIBUTIONS

YW: Conceptualization, data curation, formal analysis,
investigation, methodology, resources, software, validation,
and writing–original draft. XQ: Data curation, formal analysis,
investigation, resources, visualization, and writing—original
draft. SQ: Investigation, resources, visualization, and
writing—original draft. YS: Data curation, formal analysis,
methodology, visualization, and writing—original draft. WW:
Resources, software, and validation. JC: Conceptualization,
formal analysis, funding acquisition, investigation, project
administration, software, supervision, visualization,
writing—review and editing.

FUNDING

This study was supported in part by State Key Laboratory for
Aerodynamics, the Zhejiang University/University of Illinois at
Urbana-Champaign Institute and National Natural Science
Foundation of China (Grant No. 52106060 and 92152202). It
was led by Supervisor JC.

CONFLICT OF INTEREST

The authors declare that the research was conducted in the
absence of any commercial or financial relationships that
could be construed as a potential conflict of interest.

PUBLISHER’S NOTE

All claims expressed in this article are solely those of
the authors and do not necessarily represent those
of their affiliated organizations, or those of the publisher,
the editors and the reviewers. Any product that may
be evaluated in this article, or claim that may be made
by its manufacturer, is not guaranteed or endorsed by the
publisher.

REFERENCES

1. Thamir KI, Ahmed NA. Improvement of gas turbine performance based on
inlet air cooling systems: A technical review. Int J Phys Sci (2011) 6(4):620–7.
doi:10.5897/IJPS10.563

2. Garg VK, Gaugler RE. Effect of coolant temperature and mass flow on film
cooling of turbine blades. Int J Heat mass transfer (1997) 40(2):435–45. doi:10.
1016/0017-9310(96)00040-3

3. Han JC, Ekkad S. Recent development in turbine blade film cooling.
Int J Rotating Machinery (2001) 7(1):21–40. doi:10.1155/s1023621x01000033

4. Ekkad S, Han J-C. A Review of Hole Geometry and Coolant Density Effect on
Film Cooling. In: Proceedings of the ASME 2013 Heat Transfer Summer
Conference; 2013 Jul 14–19: Minneapolis, MN (2013).

5. Yang X, Zhang K, Wu J, Lei J, Su P, Fang Y. Numerical analysis of vane endwall
film cooling and heat transfer with different mainstream turbulence intensities
and blowing ratios. Int J Therm Sci (2022) 175:107482. doi:10.1016/j.ijthermalsci.
2022.107482

Zhejiang University Press | Published by Frontiers March 2023 | Volume 1 | Article 1119416

Wang et al. Aerospace Research Communications Film Cooling Uncertainty Analysis

40

https://doi.org/10.5897/IJPS10.563
https://doi.org/10.1016/0017-9310(96)00040-3
https://doi.org/10.1016/0017-9310(96)00040-3
https://doi.org/10.1155/s1023621x01000033
https://doi.org/10.1016/j.ijthermalsci.2022.107482
https://doi.org/10.1016/j.ijthermalsci.2022.107482


6. Sinha AK, Bogard DG, Crawford ME. Film-cooling effectiveness downstream
of a single row of holes with variable density ratio. J Turbomach (1991) 113.
doi:10.1115/1.2927894

7. Cao N, Li X, Wu Z, Luo X. Effect of film hole geometry and blowing ratio on
film cooling performance. Appl Therm Eng (2020) 165:114578. doi:10.1016/j.
applthermaleng.2019.114578

8. Gritsch M, Schulz A, Wittig S. Adiabatic wall effectiveness measurements of film-
cooling holes with expanded exits. J Turbomach (1998) 120. doi:10.1115/1.2841752

9. Guo X, Schröder W, Meinke M. Large-eddy simulations of film cooling flows.
Comput Fluids (2006) 35(6):587–606. doi:10.1016/j.compfluid.2005.02.007

10. Cruse MW, Yuki UM, Bogard DG. Investigation of Various Parametric Influences
on Leading Edge FilmCooling. In: Proceedings of the ASME 1997 International Gas
Turbine and Aeroengine Congress and Exhibition; Jun 2–5; Orlando, FL. ASME
(1997):V003T09A058.

11. Fu Z, Zhu H, Liu C, Wei J, Zhang B. Investigation of the influence of inclination
angle and diffusion angle on the film cooling performance of chevron shaped hole.
J Therm Sci (2018) 27(6):580–91. doi:10.1007/s11630-018-1070-8

12. Wang Y,Wang Z, Qian S,WangW, Zheng Y, Cui J. Uncertainty quantification
of the superposition film cooling with trench using supervised machine
learning. Int J Heat Mass Transfer (2022) 198:123353. doi:10.1016/j.
ijheatmasstransfer.2022.123353

13. Akbar M. The effects of coolant pipe geometry and flow conditions on turbine
blade film cooling. J Therm Eng (2017) 3(3):1196–210. doi:10.18186/journal-
of-thermal-engineering.314165

14. Shi W, Chen P, Li X, Ren J, Jiang H. Uncertainty quantification of the effects of
small manufacturing deviations on film cooling: A fan-shaped hole. Aerospace
(2019) 6(4):46. doi:10.3390/aerospace6040046

15. Mathioudakis K, Tsalavoutas T. Uncertainty reduction in gas turbine
performance diagnostics by accounting for humidity effects. J Eng Gas
Turbines Power (2002) 124(4):801–8. doi:10.1115/1.1470485

16. Huang M, Li Z, Li J, Song L. Uncertainty quantification and sensitivity analysis
of aerothermal performance for the turbine blade squealer tip. Int J Therm Sci
(2022) 175:107460. doi:10.1016/j.ijthermalsci.2022.107460

17. Mellor AM. Semi-empirical correlations for gas turbine emissions, ignition,
and flame stabilization. Prog Energ Combustion Sci (1980) 6(4):347–58. doi:10.
1016/0360-1285(80)90010-6

18. Awodele O, Jegede O. Neural Networks and Its Application in Engineering. In:
Proceeding of Informing Science + IT Education Conference 2009; 2009 Jun
12–15, Macon, United States. InSITE (2009):83–95.

19. Wang C, Zhang J, Zhou J, Alting SA. Prediction of film-cooling effectiveness
based on support vector machine. Appl Therm Eng (2015) 84:82–93. doi:10.
1016/j.applthermaleng.2015.03.024

20. Dolati S, Amanifard N, Deylami HM. Numerical study and GMDH-type neural
networksmodeling of plasma actuator effects on the film cooling over a flat plate.
Appl Therm Eng (2017) 123:734–45. doi:10.1016/j.applthermaleng.2017.05.149

21. Yang L, Chen W, Chyu MK. A convolution modeling method for pore plugging
impact on transpiration cooling configurations perforated by straight holes. Int JHeat
Mass Transfer (2018) 126:1057–66. doi:10.1016/j.ijheatmasstransfer.2018.06.068

22. Wang Y, Wang Z, Wang W, Li H, Shen W, Cui J. Predicting and optimizing
multirow film cooling with trenches using gated recurrent unit neural network.
Phys Fluids (2022) 34(4):045122. doi:10.1063/5.0088868

23. Wang Y, Qian S, Sun Y, Wang W, Cui J. Fast prediction and uncertainty
analysis of film cooling with a semi-sphere vortex generator using artificial
neural network. AIP Adv (2023) 13(1):015303. doi:10.1063/5.0132989

24. Wang Y, Wang Z,WangW, Tao G, ShenW, Cui J. Two-dimensional prediction
of the superposition film cooling with trench based on conditional generative
adversarial network. Int J Therm Sci (2023) 184:107976. doi:10.1016/j.
ijthermalsci.2022.107976

25. Wang Y, Wang W, Tao G, Zhang X, Luo S, Cui J. Two-dimensional film-cooling
effectiveness prediction based on deconvolution neural network. Int CommunHeat
Mass Transfer (2021) 129:105621. doi:10.1016/j.icheatmasstransfer.2021.105621

26. Yang L, Rao Y. Predicting the Adiabatic Effectiveness of Effusion Cooling by the
Convolution Modeling Method. In: Proceedings of the ASME Turbo Expo 2019:
Turbomachinery Technical Conference and Exposition; 2019 Jun 17–21. Phoenix,
AZ. ASME (2019):V05AT12A004.

27. Wang Y, Luo S, Wang W, Tao G, Zhang X, Cui J. Film Cooling Prediction and
Optimization Based on Deconvolution Neural Network. In: High Performance
Computing: ISC High Performance Digital 2021 International Workshops; 2021
Jun 24–Jul 2; Frankfurt amMain, Germany. Springer International Publishing
(2021):73–91.

28. Wang Y, Wang W, Tao G, Li H, Zheng Y, Cui J. Optimization of the semi-
sphere vortex generator for film cooling using generative adversarial network.
Int J Heat Mass Transfer (2022) 183:122026. doi:10.1016/j.ijheatmasstransfer.
2021.122026

29. Yang L, Dai W, Rao Y, Chyu MK. A machine learning approach to
quantify the film cooling superposition effect for effusion cooling
structures. Int J Therm Sci (2021) 162:106774. doi:10.1016/j.ijthermalsci.
2020.106774

30. Yepuri GB, Talanki Puttarangasetty AB, Kolke DK, Jesuraj F. Effect of RANS-
type turbulence models on adiabatic film cooling effectiveness over a scaled up
gas turbine blade leading edge surface. J Inst Eng (India) Ser C (2018) 99(4):
393–400. doi:10.1007/s40032-016-0302-5

31. Wang W, Cui J, Qu S. Large-Eddy Simulation of Film Cooling Performance
Enhancement Using Vortex Generator and Semi-Sphere. In: Proceedings of the
ASME Turbo Expo 2020: Turbomachinery Technical Conference and
Exposition; 2020 Sept 21–25. ASME (2020):V07BT12A028.

32. Guo X, Li W, Iorio F. Convolutional neural Networks for Steady Flow
Approximation. In: Proceedings of the 22nd ACM SIGKDD International
Conference on Knowledge Discovery and Data Mining; 2016 Aug 13–17;
San Francisco CA. ACM (2016):481–90.

33. Ito S, Goldstein RJ, Eckert ER. Film cooling of a gas turbine blade. Int J Rotating
Machinery.(1978) 11. doi:10.1155/S1023621X01000033

34. Obara SY. Analysis of a fuel cell micro-grid with a small-scale wind turbine
generator. Int J Hydrogen Energ (2007) 32(3):323–36. doi:10.1016/j.ijhydene.
2006.07.032

35. Eggink H, Mertens P, Storm E, Giocomo LM. Hyperpolarization-activated
cyclic nucleotide-gated 1 independent grid cell-phase precession in mice.
Hippocampus (2014) 24(3):249–56. doi:10.1002/hipo.22231

36. McDonald A, Schrattenholzer L. Learning rates for energy technologies.
Energy policy (2001) 29(4):255–61. doi:10.1016/s0301-4215(00)00122-1

37. Kumar M, Raghuwanshi NS, Singh R, Wallender WW, Pruitt WO. Estimating
evapotranspiration using artificial neural network. J irrigation drainage Eng
(2002) 128(4):224–33. doi:10.1061/(asce)0733-9437(2002)128:4(224)

38. Zou Z, Wang S, Liu H, Zhang W. Axial turbine aerodynamics for aero-engines.
Singapore: Springer (2018).

39. Zang TA, Hemsch MJ, Hilburger MW, Kenny SP, Luckring JM, Maghami P,
et al. Needs and opportunities for uncertainty-based multidisciplinary design
methods for aerospace vehicles. Hampton, VA: Langley Res. Cent. Tech. Rep.
NASA/TM-2002-211462 (2002).

40. Ferrenberg AM, Swendsen RH. Optimized Monte Carlo data analysis. Comput
Phys (1989) 3(5):101–4. doi:10.1063/1.4822862

41. Raychaudhuri S. Introduction to Monte Carlo simulation. In: 2008 Winter
Simulation Conference; 2008 Dec 7-10; Miami, FL. IEEE (2008):91–100.

42. Sobol IM. Global sensitivity indices for nonlinear mathematical models and
their Monte Carlo estimates. Mathematics Comput simulation (2001) 55(1-3):
271–80. doi:10.1016/s0378-4754(00)00270-6

43. Gamannossi A, Amerini A, Mazzei L, Bacci T, Poggiali M, Andreini A.
Uncertainty quantification of film cooling performance of an industrial gas
turbine vane. Entropy (2019) 22(1):16. doi:10.3390/e22010016

44. Kucherenko S, Delpuech B, Iooss B, Tarantola S. Application of the control
variate technique to estimation of total sensitivity indices. Reliability Eng Syst
Saf (2015) 134:251–9. doi:10.1016/j.ress.2014.07.008

Copyright © 2023 Wang, Qiu, Qian, Sun, Wang and Cui. This is an open-access
article distributed under the terms of the Creative Commons Attribution License (CC
BY). The use, distribution or reproduction in other forums is permitted, provided the
original author(s) and the copyright owner(s) are credited and that the original
publication in this journal is cited, in accordance with accepted academic practice.
No use, distribution or reproduction is permitted which does not comply with these
terms.

Zhejiang University Press | Published by Frontiers March 2023 | Volume 1 | Article 1119417

Wang et al. Aerospace Research Communications Film Cooling Uncertainty Analysis

41

https://doi.org/10.1115/1.2927894
https://doi.org/10.1016/j.applthermaleng.2019.114578
https://doi.org/10.1016/j.applthermaleng.2019.114578
https://doi.org/10.1115/1.2841752
https://doi.org/10.1016/j.compfluid.2005.02.007
https://doi.org/10.1007/s11630-018-1070-8
https://doi.org/10.1016/j.ijheatmasstransfer.2022.123353
https://doi.org/10.1016/j.ijheatmasstransfer.2022.123353
https://doi.org/10.18186/journal-of-thermal-engineering.314165
https://doi.org/10.18186/journal-of-thermal-engineering.314165
https://doi.org/10.3390/aerospace6040046
https://doi.org/10.1115/1.1470485
https://doi.org/10.1016/j.ijthermalsci.2022.107460
https://doi.org/10.1016/0360-1285(80)90010-6
https://doi.org/10.1016/0360-1285(80)90010-6
https://doi.org/10.1016/j.applthermaleng.2015.03.024
https://doi.org/10.1016/j.applthermaleng.2015.03.024
https://doi.org/10.1016/j.applthermaleng.2017.05.149
https://doi.org/10.1016/j.ijheatmasstransfer.2018.06.068
https://doi.org/10.1063/5.0088868
https://doi.org/10.1063/5.0132989
https://doi.org/10.1016/j.ijthermalsci.2022.107976
https://doi.org/10.1016/j.ijthermalsci.2022.107976
https://doi.org/10.1016/j.icheatmasstransfer.2021.105621
https://doi.org/10.1016/j.ijheatmasstransfer.2021.122026
https://doi.org/10.1016/j.ijheatmasstransfer.2021.122026
https://doi.org/10.1016/j.ijthermalsci.2020.106774
https://doi.org/10.1016/j.ijthermalsci.2020.106774
https://doi.org/10.1007/s40032-016-0302-5
https://doi.org/10.1155/S1023621X01000033
https://doi.org/10.1016/j.ijhydene.2006.07.032
https://doi.org/10.1016/j.ijhydene.2006.07.032
https://doi.org/10.1002/hipo.22231
https://doi.org/10.1016/s0301-4215(00)00122-1
https://doi.org/10.1061/(asce)0733-9437(2002)128:4(224)
https://doi.org/10.1063/1.4822862
https://doi.org/10.1016/s0378-4754(00)00270-6
https://doi.org/10.3390/e22010016
https://doi.org/10.1016/j.ress.2014.07.008
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/


NOMENCLATURE

d film cooling diameter

d0 standard Value of d

θ coolant tube inclination angle

br coolant-to-mainstream blowing ratio

dr coolant-to-mainstream density ratio

ρc density of coolant jet

ρm density of mainstream jet

Vc velocity of coolant jet

Vm velocity of mainstream jet

T gauged temperature

Tc temperature of coolant jet

Tm temperature of mainstream jet

T* dimensionless temperature

T* fixed-cord-averaged T*

η film cooling effectiveness

�η fixed-cord-averaged η

ηav general film cooling effectiveness

MSE mean square error

QE quoted error

Si first-order sensitive index

STi total-effect sensitive index

MSPE mean squared pure error

MSPEσ standard deviation of MSPE

MSPEμ mean of the MSPE

μ mean

σ standard deviation

PDF probability distribution function
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Overview of Advanced Numerical
Methods Classified by Operation
Dimensions
Xiao-Wei Gao*, Wei-Wu Jiang, Xiang-Bo Xu, Hua-Yu Liu, Kai Yang, Jun Lv and Miao Cui

School of Aeronautics and Astronautics, Dalian University of Technology, Dalian, China

In this article, the progress of frequently used advanced numerical methods is presented.
According to the discretisationmanner andmanipulation dimensionality, thesemethods can be
classified into four categories: volume-, surface-, line-, and point-operations–based methods.
The volume-operation–based methods described in this article include the finite element
method and element differential method; the surface-operation–based methods consist of
the boundary element method and finite volume method; the line-operation–based methods
cover the finite difference method and finite line method; and the point-operation–based
methodsmainly include themesh free method and free element method. Thesemethods have
their own distinctive advantages in some specific disciplines. For example, the finite element
method is the dominant method in solid mechanics, the finite volume method is extensively
used in fluidmechanics, the boundary elementmethod ismore accurate and easier to use than
other methods in fracture mechanics and infinite media, the mesh free method is more flexible
for simulating varying and distorted geometries, and the newly developed free element and finite
line methods are suitable for solving multi-physics coupling problems. This article provides a
detailed conceptual description and typical applications of these promising methods, focusing
on developments in recent years.

Keywords: finite element method, finite volumemethod, boundary element method, mesh freemethod, free element
method, finite line method

INTRODUCTION

Most engineering problems can be represented by a set of second-order partial differential equations (PDEs)
with relevant boundary conditions (B.C.), named the boundary value problem (BVP) of PDEs [1, 2]. For
example, in thermal engineering, the diffusion-convection problem usually has the following BVP [3]:

PDE:
∂
∂xi

λij x( ) ∂T x( )
∂xj

( ) + ∂ρcvi x( )T x( )
∂xi

+ Q x( ) � 0, x ∈ Ω (1)

B.C.:

T x( ) � �T x( ), x ∈ Γ1

−λij T, x( ) ∂T x( )
∂xj

ni x( ) � �q x( ), x ∈ Γ2

−λij T, x( ) ∂T x( )
∂xj

ni x( ) � h x( ) T x( ) − T∞( ), x ∈ Γ3

⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩
(2)

where T is the temperature, λij the conductivity tensor, Q the heat source, vi the velocity, �q the
specified heat flux, and h the heat transfer coefficient.
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For solid mechanics problems, the BVP can be expressed as
follows [4].

PDE:
∂
∂xl

Dijkl x( ) ∂uk x( )
∂xj

( ) + bi x( ) � 0, x ∈ Ω (3)

B.C.:

ui x( ) � �ui, x ∈ Γu

Dijkl x( )nj x( ) ∂uk x( )
∂xl

� �ti x( ), x ∈ Γt

⎧⎪⎪⎨⎪⎪⎩ (4)

where uk is the displacement component, Dijkl the constitutive
tensor, bi the body force, and �ui and �ti are the specified values of
displacement and traction, respectively.

To solve the BVPs presented above, numerous numerical
methods have been developed [5], which can be globally
divided into four categories according to geometry
discretisation and operation dimensions: volume-
operation–based methods (including the finite element
method [6, 7], finite block method [8], element differential
method [4], etc.), surface-operation–based methods (including
the boundary element method [9, 10], finite volume method
[11], etc.), line-operation–based methods (including the finite
difference method [12], finite line method [13], etc.), and point-
operation–based methods (including the mesh free method
[14], free element method [15], fundamental solution
method [16], etc.). The classification of numerical methods
into four categories as described above can help to deeply
understand the innate characteristics of the various
numerical methods. In these four types of numerical
methods, most have two kinds of algorithms, the weak-form
and strong-form algorithms [5]. As described in the article, the
weak-form algorithms can be established by the weighted
residual formulation, which requires integration over
elements or divided sub-domains. Strong-form algorithms
are based on the point collocation technique, which usually
does not require integration computation. These four types of
numerical methods will be described in the following sections.

VOLUME-OPERATION–BASED METHODS
(VOBM)

Volume-operation–based methods refer to the methods
performing the operations of PDEs based on a discretisation
model that has the same size as the problem itself, i.e., 2 for
two-dimensional (2D) and 3 for three-dimensional (3D)
problems. The most commonly used VOBM is the finite
element method (FEM), which is based on volume
discretisation for 3D problems and plane region
discretisation for 2D problems, respectively. In FEMs, the
Galerkin FEM is the dominant method [6, 17], which
establishes the solution scheme by using a variational
principle in most publications. Nevertheless, as described in
the article, all the weak-form algorithms, including the
Galerkin FEM, can be derived by the weighted residual
technique in a unified way, which will be described in the
following.

Weighted Residual Formulation for Solving
BVPs of PDEs
In the following, we take solid mechanics as a demonstration
example for setting up the weighted residual formulation. To do
this, multiplying the PDE (3) on both sides by a weight functionw
and integrating it through the computational domainΩ, it follows
that

∫
Ω
w x( ) ∂

∂xl
Dijkl x( ) ∂uk x( )

∂xj
( )dΩ + ∫

Ω
w x( )bi x( )dΩ � 0 (5)

Taking integration by parts and applying Gauss’ divergence
theorem to the first domain integral of Eq. 5, the above equation
becomes:

∫
Ω

∂w x( )
∂xl

Dijkl x( ) ∂uk x( )
∂xj

dΩ � ∫
Γ
w x( )ti x( )dΓ

+ ∫
Ω
w x( )bi x( )dΩ (6)

where ti is the traction component on the boundary Γ of the
domain Ω, which has the relationship with the displacement
gradient shown in Eq. 4.

In Eq. 6, the basic physical variable uk is mainly included in the
volume integral of the left-hand side; therefore, it is called the
volume-based weighted residual formulation. Taking integration
by parts to the first domain integral of Eq. 6 and applying Gauss’
divergence theorem again, the following equation can be
obtained:

∫
Γ

∂w
∂xl

DijklnjukdΓ − ∫
Ω

∂
∂xj

Dijkl
∂w
∂xl

( )ukdΩ

� ∫
Γ
wtidΓ + ∫

Ω
wbidΩ (7)

In Eq. 7, the basic physical variable uk is included in both the
surface and volume integrals of the left-hand side; therefore, it is
called the surface-volume–based weighted residual formulation.

It is noted that Eqs 6, 7 are valid for any sized closed domainΩ,
and from this feature various weak-form solution algorithms can
be generated, such as FEMs and BEMs, by taking different kinds of
the weigh function w in an element or in the whole domain.

FIGURE 1 | Elements of a 2D FEM model.
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Weak-Form Finite Element Method (WFEM)
In FEM, the computational domain is discretized into a series of
elements [6, 7] with a certain number of nodes. Usually, the nodes
on the element interfaces should be linked point-to-point, as
shown in Figure 1, for a 2D computation FEM model. Over each
element, the displacement uk is approximated using its nodal
values uαk of the element by the shape function Nα as follows:

uk � Nαu
α
k (8)

where the repeated index α represents summation through all
element nodes.

Galerkin Finite Element Method (GFEM)
In the Galerkin FEM, the weight functionw in Eq. 6 is taken as the
shape functionNc, i.e., w � Nc, with the subscript c representing
the element nodal number corresponding to the collocation point
c. Thus, for an element e with a domain Ωe bounded by the
boundary Γe, Eq. 6 results in the following element equation:

∫
Ωe

∂Nc

∂xl
Dijkl

∂Nα

∂xj
dΩ uα

k︸









︷︷









︸
Kec

� ∫
Γe
Ncti x( )dΓ︸




︷︷




︸

Ftec

+∫
Ωe

NcbidΩ︸



︷︷



︸
Fb
ec

(9)

where the left-hand side is related to the so-called element
stiffness term and the right-hand side is the total equivalent
load of element e.

We assume that the problem is discretized as N computational
points, and each point is shared by a number of elements. Thus,
for a point n, assembling all related elements’ contributions from
Eq. 9, it follows that

∑En

encn�1
Kencn � ∑En

encn�1
Ft
encn

+ ∑En

encn�1
Fb
encn

(10)

where En is the number of elements connected to point n and encn
represents the element e connected to point n at the element node
c, which corresponds to point n. It is noted that for one element
among all element nodes, only one node corresponds to point n.

In Eq. 10, the equivalent traction load, the second term in Eq.
10, has different values for interface and out boundary points, i.e.,

∑En

encn�1
Ft
encn

� 0,when n is at interface nodes

∑En

encn�1
Ft
encn

� ∑En

encn�1
∫Γen

NcntidΓ,when n is at out boundary nodes

(11)
where Γen is the out boundary of element e including point n and
Ncn is the shape function of the element node c corresponding to
point n. The first equation in (11) comes from the fact that the
equivalent traction loads from opposite surfaces of the related
elements including the interface point are counteracted by one
another, and the second equation in (11) relies on the
characteristics of the shape function Ncn, where its value is
zero on the surfaces excluding node cn.

When n in Eq. 10 goes through all the N points, the following
system of equations can be produced in the matrix form:

Ku � F (12)
where K is the global stiffness matrix, u the displacement vector,
and F the total equivalent load vector.

The Galerkin FEM results in a symmetric and a banded sparse
coefficient matrix K in the system of equations; this makes the
method very efficient and stable. In particular, when some
modern techniques are integrated into FEM, such as the
control volume finite-element method [18, 19], isogemetric
technique [20, 21], and gradient smoothing technique [22, 23],
quite complicated engineering problems can be efficiently solved.
Moreover, in recent years, a number of newly proposed FEMs
have been developed, as described below.

Surface-Volume–Based Finite Element Method
(SVFEM)
The Galerkin FEM presented above is derived based on the
volume-based weighted residual formulation (6). In the article,
another type of FEM can be generated based on the surface-
volume–based weighted residual formulation (7), which has the
same element discretisation as Figure 1. To do this, as done
above, by applying Eq. 7 to an element domain, say element e,
and by using w � Nc and substituting Eq. 8 into Eq. 7, it follows
that

∫
Γe

∂Nc

∂xl
DijklnjNαdΓuα

k︸








︷︷








︸
KΓ
ec

−∫
Ωe

∂
∂xj

Dijkl
∂Nc

∂xl
( )NαdΩ uα

k︸











︷︷











︸
KΩ
ec

� ∫
Γe
Ncti x( )dΓ︸




︷︷




︸

Ftec

+∫
Ωe

NcbidΩ︸



︷︷



︸
Fbec

(13)

Similar to Eq. 10, for the computational point n, assembling all
related elements’ contributions from Eq. 13, the following
equation can be formed:

∑En

encn�1
KΓ

encn
− ∑En

encn�1
KΩ

encn
� ∑En

encn�1
Ft
encn

+ ∑En

encn�1
Fb
encn

(14)

The right-hand side of Eq. 14 is exactly the same as that of the
standard Galerkin FEM, as shown in Eq. 11.

When n in Eq. 14 goes through all theN discretized points, the
following system of equations can be produced in the matrix
form:

~Ku � F (15)
In the above equation, ~K is also called as the global stiffness

matrix and is band-sparse, but it is not symmetric anymore; u and
F are the same as in Eq. 12.

Although ~K in SVFEM is not symmetric and this could reduce
the solution efficiency to a certain level, Eq. 15 would give more
accurate results than Eq. 12 since more mathematical treatments
have been performed in Eq. 13 than in Eq. 9.

The SVFEM presented above is included in the new research
work by the article’s authors. Some results have not yet been
published in the literature; however, and they will be put in the
public domain in the near future.

Zhejiang University Press | Published by Frontiers July 2023 | Volume 1 | Article 115223

Gao et al. Aerospace Research Communications Review on Advanced Numerical Methods

45



Strong-Form Volume-Operation–Based
Methods
The above-described Galerkin FEM and SVFEM are weak-form
algorithms, which require integration over elements to form the
system of equations. In recent years, new types of strong-form
FEM-like volume-operation–based methods have been proposed,
which belong to a type of element collocation method and do not
need integration computations. However, the stability of the
strong-form algorithms is usually not as good as the weak-
form algorithms, although for general problems these
algorithms can still give satisfactory results.

Wen and Li et al. [8, 24] proposed the finite block method
(FBM) in 2014, in which isoparametric element-like blocks are
used to compute the first-order partial derivative of physical
variables with respect to the global coordinates. FBM has the
advantage of simple coding, and since element-like blocks are
used, the stability of the solution is usually good. On the other
hand, since all nodal values of physical variables over each block
are independently inserted into the system of equations by
introducing a consistent condition of physical variables and an
equilibrium condition of the physical variable gradient in the
system, there are more unknowns in the formed final system of
equations than other frequently used numerical methods in the
case of the same number of total nodes. In view of this issue, as
few blocks as possible should be used when solving a problem
using FBM to ensure that the final system of equations is not so
large.

In the same period, Fantuzzi et al. [25, 26] proposed another
type of strong-form FEM (SFEM), in which a set of formulations
computing the first- and second-order spatial partial derivatives
are derived for 2D problems and are used to collocate the
governing PDEs in solid mechanics. In SFEM, the continuity
condition among elements is determined by the compatibility,
and a mapping technique is used to transform both the
governing differential equations and the compatibility
conditions between two adjacent sub-domains into the
regular master element in the computational space. As in
FBM, the treatment of the compatibility and equilibrium
conditions between elements is still complicated; this makes
SFEM not as flexible as GFEM when solving complicated
engineering problems.

In 2017, Gao et al. [27] proposed a new type of strong-form
FEM, called the Element Differential Method (EDM), for solving
heat conduction problems, and later it was successfully used to
solve solid mechanics [4, 28], electromagnetic [29], and thermo-
mechanical-seepage coupled [30] problems. As in FBM, Lagrange
polynomials are used to construct high-order elements in EDM.
The essential difference between EDM and FBM is that both the
first- and second-order partial derivatives were derived for 2D
and 3D problems in EDM. The following is a brief review
of EDM.

Looking back at Eq. 8 for physical variable interpolation over
an element, the global coordinates can also be expressed by their
nodal values and shape functions, as follows:

xi � Nαx
α
i (16)

Based on Eqs 8, 16, the following expressions can be derived
for the first- and second-order partial derivatives [4, 27]:

∂uk

∂xi
� dcα′

i uα′
k (17)

∂2uk

∂xi∂xj
� dcα″

ij uα″
k (18)

where

dcα′
i � ∂Nα

∂xi
� J[ ]−1ik

∂Nα

∂ξk
(19a)

dcα″
ij � ∂2Nα

∂xi∂xj
� J[ ]−1ik

∂2Nα

∂ξk∂ξ l
+ ∂ J[ ]−1ik

∂ξl
∂Nα

∂ξk
[ ] ∂ξ l

∂xj
(19b)

where [J] � [∂x/∂ξ] is the Jacobian matrix between the global
coordinate x and the local coordinate ξ of the element. The
detailed expressions for each term in Eqs 19a, 19b can be found in
[27, 28].

The main advantage of the strong-form FEMs over weak-form
FEMs is that the derived spatial partial derivatives can be directly
substituted into the problem’s PEDs and B.C. to set up the system
of equations. For example, by using Eqs 17, 18, the PDE and B.C.
for the solid mechanics shown in Eqs 3, 4 can be directly used to
generate the following discretized equations:

dcβ′
l Dijkl x

β′( )dβ′α′
j uα′

k + bi xc( ) � 0, xc ∈ Ωe (20)
ui xc( ) � �ui, x

c ∈ Γu
Dijkl xc( )nj xc( )dcα′

l uα′
k � �ti xc( ), xc ∈ Γt{ (21)

In the above equations, Γu and Γt are the out boundaries of the
problem, over which the displacement and traction boundary
conditions are specified. The big issue in the strong-form FEM is
how to set up the discretized equation when the collocation point
xc is located on the interface ΓI between elements. To solve this
issue, Gao et al. [4, 27] proposed the summation-equilibrium
technique for all related tractions, that is, ∑

e�1,s�1
tesi � 0, to form a

single set of equations at an element interface node, which can be
expressed as

∑Ec

e�1,s�1
De

ijkl xc( )nesj xc( )decα′
l ueα′

k � 0, xc ∈ ΓI (22)

where Ec is the number of all elements connected with the
interface collocation point c. Various numerical examples
[27–31] have proved that the above equation can give correct
results. The important point is that Eq. 22 allows the final system
of equations to have the same size as the conventional FEM,
which is much smaller than those in FBM [8] and SFEM [25].

SURFACE-OPERATION–BASED METHODS

Surface-operation–based numerical methods include the finite
volume method (FVM), boundary element method (BEM), etc.,
which are operated mainly on the surfaces of a control volume or
on the boundary of the considered problem.
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Finite Volume Method (FVM)
The FVM looks like a volume-based method [32–35]. However,
in this article, it is classified into the category of surface-
operation–based methods. This is because its main operation
is over the surfaces of the control volume, rather than on the
volume itself. To see this, let us take the weight function w to be
1 in Eq. 6. This results in the following:

∫
Γ
tidΓ + ∫

Ω
bidΩ � 0 (23)

In FVM, the computational domain is discretized into a series
of control volumes [32]. Applying Eq. 23 to each control volume,
say volume Ωc, and dividing its boundary ∂Ωc into two parts, the
inner boundary ΓIc and outer boundary Γoc, Eq. 23 can be
written as:

∫
ΓIc
Dijklnj

∂uk

∂xl
dΓ + ∫

Γoc
�tidΓ + ∫

Ωc

bidΩ � 0 (24)

where ΓIc ∪ Γoc � ∂Ωc.
Equation 24 is a typical formulation of FVM, from which we

can see that the main computation is over the control surfaces of a
control volume. The key work in FVM is the evaluation of the
physical variable gradient ∂uk/∂xl included in the first control
surface integral of Eq. 24 [36, 37]. In the conventional FVM, the
interface ΓIc is taken as the mid-surface connected by the
collocation point c and around-neighbour points; thus,
∂uk/∂xl at the mid-surface can be easily computed using the
values of uk between c and the neighbour points [38–40].
However, only the linear variation of uk over the operation
surface can be easily achieved. It is difficult to construct a
high-order scheme to compute the value of ∂uk/∂xl on the
operation surface. To overcome this problem, the free element
[15, 31] can be used in FVM analysis.

Free Element-Based FVM (FEFVM)
In [15], the free element method (FrEM) was proposed for
thermal-mechanical analysis. In FrEM, the isoparametric
elements used in FEM are defined at each collocation point, as

shown in Figure 2. The weak-form formulation of FrEM has the
form shown in Eq. 24 [31]; however, the control volume is taken
as the free element, as shown in Figure 2. Generally, for a free
element, some of its operation surfaces are located inside the
domain and some on the outer boundary of the problem, as
shown in Figure 2. For this case, both the inner surface integral
over ΓIc and outer surface integral over Γoc will appear in Eq. 24.

However, when all the surfaces of the free element formed for
the collocation c are located within the problem, as shown in
Figure 3, only the inner surface integral exists.

In this case, Eq. 24 takes the following form:

∫
ΓIc
Dijklnj

∂uk

∂xl
dΓ + ∫

Ωc

bidΩ � 0 (25)

Since high-order free elements can be easily formed in FrEM
[15], a high accuracy of ∂uk/∂xl in FEFVM can be easily achieved.
A set of analytical expressions for computing ∂uk/∂xl over a free
element have been derived in [4]. Although it is easy to set up a
high-order free element, the accuracy of ∂uk/∂xl is not high. This
is because its value is taken on the boundary ofΩc, which is not as
accurate as inside a free element. To overcome this drawback, the
element-shell–strengthened FVM is proposed in the following
section.

Element-Shell Enhanced FVM (ESFVM)
To improve the accuracy of ∂uk/∂xl included in the first
boundary integral of Eq. 24, additional free elements are
formed for each side/surface of the collocation element Ωc,
which form an element ring/shell for 2D/3D control sides/
surfaces, as shown in Figure 4 for a 2D case.

In this strategy, the inner surface integral included in Eq. 24
can be written as follows:

∫
ΓIc
Dijklnj

∂uk

∂xl
dΓ � ∑NIs

s�1
∫

Γs
Dijklnj

∂uk

∂xl
xs( )dΓ xs( ) (26)

whereNIs is the number of inner operation surfaces of the control
volume Ωc, which is 4 in the case shown in Figure 4 and xs

denotes the coordinate of the integration point over a surface s. In

FIGURE 2 | Operation surfaces ΓIc and Γoc formed by the boundary of
the free element built for collocation point c.

FIGURE 3 | Operation surface ΓIc of the free element completely
included in the computational domain.
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ESFVM, the first spatial derivative term included in the right-
hand side of Eq. 26 is evaluated by the free element of the
element-shell including the operation surface under
integration, and thus, using Eq. 17 it follows that

∫
Γs
Dijklnj

∂uk

∂xl
xs( )dΓ xs( ) � ∫

Γs
Dijklnjd

sα′
i xs( )dΓ xs( )uα′

k (27)

where dsα′i is computed using the free element formed for the
surface s.

In ESFVM, since the operation surfaces of Ωc are included in
the additional formed elements, the accuracy of ∂uk/∂xl is higher
than using the same element Ωc built for point c.

Evaluation of the Domain Integral Involved in FVM
When the body force is considered in the computational problem,
the FVM equations inevitably involve the domain integrals, as
shown in Eqs 23–25. Evaluation of the involved domain integrals
is troublesome work. In conventional FVM, for achieving high
efficiency, the domain integral is evaluated by assuming that the
body force is constant throughout the control volume [41]. Thus,
the domain integral can be simply written as

∫
Ωc

bidΩ � �bi Ωc (28)

where �bi is the average value of bi in the control volume Ωc.
Obviously, if bi is sharply changeable inΩc, the above evaluation

gives rise to a large error. To overcome this issue and for a universal
scheme to accurately evaluate the domain integral, the Radial
Integration Method (RIM) [42] can be employed to evaluate the
domain integral in Eq. 28, which can be expressed as

∫
Ωc

bidΩ � ∫
∂Ωc

Fi

rn c, Γ( )
∂r
∂n

dΓ (29)

where ∂Ωc is the boundary of the control volumeΩc, r(c, Γ) is the
distance from the collocation point c to the boundary Γ, n is 1 or
2 for 2D or 3D problem, and

Fi � ∫r c,Γ( )

0
bir

ndr (30)

For most cases, bi is a known function and Eq. 30 can be
analytically integrated. For very complicated bi, Eq. 30 can be
evaluated using Gauss quadrature [42].

The above equations are suitable for any shaped control
volume, regular or irregular, since the integration is over the
boundary of Ωc. In FEFVM and ESFVM, Ωc is the free element
domain formed for the collocation point c and ∂Ωc is the
boundary of the free element. Apart from the high accuracy,
the main advantage of using RIM to evaluate the domain integral
is that only the operation surfaces of the control volume are
needed to evaluate the domain integral, with no need to perform
volume integration over Ωc.

Boundary Element Method (BEM)
In Eq. 7, if the weight function w is taken as the displacement
fundamental solution umi

* [9, 10], i.e., w � umi
*, the following BEM

integral equation can be established:

∫
Γ

∂umi
*

∂xl
DijklnjukdΓ − ∫

Ω

∂
∂xj

Dijkl
∂umi

*

∂xl
( )ukdΩ

� ∫
Γ
umi
* tidΓ + ∫

Ω
umi
* bidΩ (31)

Recalling that the displacement fundamental solution umi
*

satisfies the following equation:

∂
∂xj

Dijkl
∂umi

*

∂xl
( ) + δmkδ p, q( ) � 0 (32)

Equation 31 becomes

um + ∫
Γ
tmk
* ukdΓ � ∫

Γ
umi
* tidΓ + ∫

Ω
umi
* bidΩ (33)

where

tmk
* � Dijklnj

∂umi
*

∂xl
(34)

To evaluate the domain integral appearing in Eq. 33, the
conventional technique is to discretize the domain into internal
cells [9]; however, this eliminates the advantage of BEM where
only the boundary of the problem needs to be discretized into
elements. To overcome this drawback, a transformation
technique is usually employed to transform the domain
integral into an equivalent integral. The most extensively used
transformation technique is the Dual Reciprocity Method [DRM]
[43]. Another technique used is the Radial Integration Method
(RIM) [42], which can give more accurate results than DRM.

Using RIM, the domain integral in Eq. 33 can be expressed as

∫
Ω
umi
* bidΩ � ∫

Γ

Fmi

rn p, q( ) ∂r
∂n

dΓ q( ) (35)
where the radial integral is

Fmi � ∫r p,q( )
0

umi
* bir

ndr (36)

where n = 1 for 2D problems and n = 2 for 3D problems. When bi
is a known function, Eqs 35, 36 can give rise to a very accurate

FIGURE 4 | Free elements around the operation surfaces.
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result. On the other hand, for the case where bi is not very
complicated, Eq. 36 can be analytically integrated [42]. However,
when bi is a complicated function, numerical integration should
be performed [44].

LINE-OPERATION–BASED METHODS

Line-operation–based methods include the conventional finite
difference method (FDM) [12] and the recently proposed finite
line method (FLM) [3, 13]. In these methods, the computational
domain is discretized into a series of points and lines formed by
around points are then used to compute the spatial partial
derivatives included in the PDEs, as shown in Figure 5 for a
2D case. FDM constructs the first- and second-order partial
derivatives using a line of points along the derivative
directions. The main drawback of FDM is that if the lines that
define the derivative directions are not orthogonal to one another
in 2D or 3D problems, the accuracy of the cross-partial
derivatives of different directions is usually very poor [45, 46].
This is why FDM cannot simulate irregular geometry problems
well. In contrast, FLM has a much better performance in
overcoming this drawback.

FLM uses a number of lines, named a line-set, to set up the
solution scheme. Usually, at a collocation point, two lines (for 2D
problems) or three lines (for 3D problems) are used to form the
line-set, as shown in Figure 5. Figure 6 shows the high-order
line-sets of an internal collocation point for 2D and 3D problems.

Along a line of a line-set, the coordinates and physical
variables can be expressed as

xi � ∑m
α�1

Lα l( )xα
i ≡ Lα l( )xα

i (37)

uk � ∑m
α�1

Lα l( )uα
k ≡ Lα l( )uα

k (38)

where m is the number of nodes defined along a line of the line-
set, l is the arclength measured from node 1, and Lα is the
Lagrange polynomial:

Lα l( ) � ∏m
β�1,β ≠ α

l − lβ

lα − lβ
, α � 1 ~ m( ) (39)

By differentiating Eqs 37, 38 with respect to l, we can obtain
expressions for computing the first- and second-order partial
derivatives at the collocation point xc, as follows [3, 13]:

∂uk xc( )
∂xi

� dcα′
i uα′

k (40)
∂2uk xc( )
∂xi∂xj

� dcα″
ij uα″

k (41)

where

dcα′
i �∑d

I�1
J[ ]−1iI

∂Lα
I l( )
∂l

∣∣∣∣∣∣∣∣∣
l�l xc( )

(42)

dcα″
ij � dcβ′

j dβ′α′
i (43)

where the repeated indexes represent summation, and d = 2 for
2D problems, d = 3 for 3D problems, and I represents the line
number.

Using Eqs 40, 41, we can easily discretize a PDE and the
related boundary conditions. For example, the PDE for the solid
mechanics shown in Eqs 3, 4 can directly generate a set of
discretized equations which have the same forms as those
shown in Eqs 20, 21.

POINT-OPERATION–BASED METHODS

Point-operation–based methods cover a number of numerical
methods, such as the mesh free method (MFM) [5, 47–50],
fundamental solution method [16], radial basis function
method [51–53], and the newly developed free element
method (FrEM) [15, 31]. In these types of methods, the
computational domain is discretized into a series of points
and solution schemes are established by collocating the
governing PDEs or their integral forms at each collocation
point. In MFM, the partial derivatives at the collocation point
c are derived based on a group of scatter points within a specified
support region around c, as shown in Figure 7A, while in FrEM,
partial derivatives are derived based on an isoparametric element
freely formed for point c, as shown in Figure 7B. In MFM and
FrEM, both weak-form and strong-form solution schemes are
available. In the following sections, the two schemes of FrEM will
be described in detail.

Weak-Form Free Element Method (WFrEM)
In FrEM, a free element is independently formed for each
collocation point c [31], with the domain denoted by Ωc. The
shape function shown in Eq. 8 is still employed for the formed
free element. Let us apply the weighted residual formulation (6) to
Ωc and take the weight function as the shape function of the
collocation point c, i.e., w � Nc. Thus, the following equation can
be obtained:

FIGURE 5 | Line-set consisting of two crossed lines for a 2D problem.
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∫
Ωc

∂Nc

∂xl
Dijkl

∂uk

∂xj
dΩ � ∫

∂Ωc

Ncti x( )dΓ + ∫
Ωc

NcbidΩ (44)

where the derivatives of the shape functions are computed using
Eq. 19a.

Dividing the boundary ∂Ωc of Ωc into two parts; the inner
boundary ΓIc, which is located within the problem and the outer
boundary Γoc, which is located on the outer surface of the
problem. Remembering that Nc is zero on the surfaces
excluding point c, making the integral over ΓIc zero, as a
result, Eq. 44 can be written as:

∫
Ωc

∂Nc

∂xl
Dijkl

∂Nα

∂xj
dΩ uα

k � ∫
Γoc
Nc�tidΓ + ∫

Ωc

NcbidΩ (45)

where Γoc � ∂Ωc ∩ ∂Ω, which is the outer boundary containing c.
From Eq. 45, it can be seen that the form of the basic

equation in WFrEM is similar to that in the conventional
FEM. The essential difference between them is that the
element in WFrEM is freely formed at each collocation
point, the nodes of which are not restricted to any
particular nodes of adjacent elements. It is also noteworthy
that the free elements formed by around-collocation points
are overlapped in FrEM since they are formed locally and
independently at each point.

Strong-Form Free Element Method (SFrEM)
The SFrEM is a type of collocation method [15]. To achieve a
highly accurate result, the collocation point c should be placed
inside the formed free element. For this reason, the free
elements used should have at least one internal node. In
principle, any type of isoparametric elements with internal
nodes can be utilized in SFrEM analysis [54–56]. For example,
Figure 8 shows new types of quadratic triangular and
tetrahedral elements [55] and Figure 9 shows a 21-noded
block element [15].

The shape functions for the above triangular and tetrahedral
elements can be found in [55] and that for the 21-noded quadratic
block element in [15].

For higher-order elements, the best method is to use Lagrange
elements. For example, Figure 10 shows a 16-noded 2D third-
order Lagrange element.

The shape functions of Lagrange elements for 2D and 3D
problems can be constructed as follows [4]:

Nα ξ, η( ) � LI ξ( )LJ η( ), for 2D
Nα ξ, η, ζ( ) � LI ξ( )LJ η( )LK ζ( ), for 3D (46)

where LI, LJ, and LK are determined by Eq. 39 and the
superscript α is determined by the permutation of subscripts I,
J, and K sequentially.

FIGURE 6 | Node distributions over line-sets defined at 2D or 3D internal points. (A) 2D problem (B) 3D problem.

FIGURE 7 | 2D patterns for MFM (A) and FrEM (B) at a collocation point.
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From the shape functions shown in Eq. 46, the analytical
expressions for computing the first- and second-order partial
derivatives can be derived, which are the same as those shown in

Eqs 17–19a, 19b. The collocation scheme to form the system of
equations for the governing PDEs is the same as that in EDM,
shown in Eqs 20, 21, the difference being that in SFrEM, only the
interior and out boundary nodes are used.

NUMERICAL EXAMPLES

To demonstrate the performances of some of the numerical
methods described in the article, a dual-struts supersonic
combustor [57] is simulated in the following. The physical
problem and relevant dimensions are shown in Figure 11. The
Yong’s modulus and Poison ratio of all materials in the problem
are taken as E � 206GPa and ] � 0.3. To constrain the four
frames supporting the combustor, the lower surface of the left
frame is fixed and the lower surfaces of the other three frames are
free only in the longitudinal direction (x-direction). All
remaining outer surfaces of the combustor are imposed with a
traction-free boundary condition. Pressure loads are applied on
the inner surfaces of the combustor, which are distributed along
the x-direction, as shown in Figure 12.

To simulate the problem using some of the described methods
above, the whole structure is discretized into different numbers of
nodes. Figure 13 shows the computational mesh connected by all
finite lines in the FLM model with 657,582 nodes. Figure 14
shows a contour plot of the computed displacement amplitude
over the deformed FLMmesh, with displacements enhanced ×20.
For comparison, the problem is also computed using the FEM
software ABAQUS, employing the same level nodes as those used
in FLM. Figure 15 shows the comparison of the computed
displacement amplitude along the line MN using four different
methods; ABAQUS (FEM), finite line method (FLM), weak-form
free element method (WFrEM), and the strong-form method
(SFrEM). For the last two methods, two meshes with different
numbers of nodes are used, in which WFrEM-880k indicates the
result of WFrEM using 880,000 nodes. To clearly examine the
differences between the different methods, Figure 16 shows the
enhanced curves along two local parts of the line MN.

From Figure 14, it can be seen that the deformations of two
areas after the struts are large. This is because the combustion

FIGURE 8 | Quadratic 7-noded triangular and 11-noded tetrahedral elements.

FIGURE 9 | 21-noded 3D quadratic block element.

FIGURE 10 | 16-noded 2D third-order Lagrange element.
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FIGURE 11 | Configurations of a combustion chamber with tow struts.

FIGURE 12 | Pressure applied on the inner surfaces of the combustor.

FIGURE 13 | Computational mesh used in FLM analysis.
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occurs immediately after the two struts; thus, the temperature and
pressure are higher in these areas than other areas. Moreover,
from Figure 15, it can be seen that all the computed results are in
good agreement globally; this indicates that the methods
presented in the article can handle real, complicated
engineering problems. On the other hand, from Figure 16, it
can be observed that the weak-form free element method
(WFrEM) and the finite line method (FLM) give results closer
to the finite element method (FEM). The essential reasons for this
are that in WFrEM, numerical integration is performed over each
free element, which is similar to FEM, giving very stable and

accurate results. In FLM, the recursive technique is employed to
evaluate the high-order derivatives, as shown in Eq. 43, making
more points contribute to each collocation point [3]; therefore,
more stable and accurate results can be obtained using FLM over
other strong-form solution schemes [50].

FIGURE 14 | Contours of the deformed mesh, with displacements multiplied ×20.

FIGURE 15 | Computed displacements along the line MN using the four
different methods.

FIGURE 16 | Enhanced curves along two parts of line MN.
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SUMMARY

In this article, four types of numerical methods are
overviewed, most of which are newly proposed methods in
recent years. Classification of all numerical methods into
volume, surface, line, and point operation methods is
performed for the first time in this article. This
classification is conceptually clear and helpful for readers
to understand the discretisation of problems and to realize
the advantages and disadvantages of the different methods.
Computational experience shows that the finite element,
weak-form free element, and finite line methods have
excellent performances.
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The Thermal Conductivity Coefficient
of a Square Thermal Invisibility Cloak
Cell and Its Application in Periodic
Plate
Yanyan Sun, Yijun Chai, Xiongwei Yang and Yueming Li *

State Key Laboratory for Strength and Vibration of Mechanical Structures, Shaanxi Key Laboratory of Environment and Control for
Flight Vehicle, School of Aerospace, Xi’an Jiaotong University, Xi’an, China

In this paper, the thermal conductivities of the square thermal invisibility cloak are constructed
in two ways. One is the direct method, another is the rotation matrix method. The thermal
conductivity coefficients obtained by the twomethods are the same. The cloudmap of thermal
conductivity coefficient of the thermal cloak is drawn, which can help us understand more
intuitively how the thermal invisibility cloak works. Besides, to manipulate heat flow in a larger
area, the cloaks are arranged periodically by introducing the position parameters into the
calculation of the thermal conductivity coefficient of the thermal invisibility cloak. The heat
insulation function of both the single thermal cloak and the thermal cloak periodic plate are
tested under different heat boundary conditions using COMSOL Multiphysics. For different
heat boundary conditions, heat flux direction of the simulation result is given. The results show
that both the single thermal cloak and the thermal cloak periodic plate have the function of
avoiding heat flow under different heat boundary conditions. The heat fluxes travel around the
inner domain with good thermal stealth effect.

Keywords: thermal invisibility, periodic plate, thermal metamaterials, cloak, coordinate transformation

INTRODUCTION

Metamaterials can be used to reveal novel physics and develop new applications because of their
novel artificial structures. The transformation principle can be used to control processes with
governing equations that are form-invariant under coordinate transformations, enabling the control
of diffusion processes by changingmaterial parameters such as conductivity. Thermal metamaterials,
together with the governing theories, make it possible to actively manipulate macroscopic heat
phenomena of artificial systems, which enables people to change the heat phenomena. Such
metamaterials or metamaterial-based devices refer to those artificial structures that yield novel
functions in controlling heat transfer [1, 2].

The thermal invisibility cloak has a unique thermal insulation function, and its temperature
gradient in the thermal stealth area is zero, which can avoid the heat flow very well. Therefore,
thermal invisibility cloaks have a great application value in computer chips, spacecraft return
modules, satellites, and other equipment.

In 2006, Pendry et al. [3], based on the form invariance of Maxwell’s equation, designed an
artificial metamaterial with anisotropic characteristic parameters to make electromagnetic waves
propagate along a preset path, to achieve the purpose of electromagnetic invisibility. In 2008, Fan et
al. [4] first introduced the concept of an electromagnetic invisibility cloak into the field of thermal

*Correspondence:
Yueming Li

liyueming@mail.xjtu.edu.cn

Received: 23 September 2023
Accepted: 31 October 2023

Published: 20 November 2023

Citation:
Sun Y, Chai Y, Yang X and Li Y (2023)
The Thermal Conductivity Coefficient
of a Square Thermal Invisibility Cloak

Cell and Its Application in
Periodic Plate.

Aerosp. Res. Commun. 1:12099.
doi: 10.3389/arc.2023.12099

Zhejiang University Press | Published by Frontiers November 2023 | Volume 1 | Article 120991

AEROSPACE RESEARCH COMMUNICATIONS
ORIGINAL RESEARCH

published: 20 November 2023
doi: 10.3389/arc.2023.12099

56

http://crossmark.crossref.org/dialog/?doi=10.3389/arc.2023.12099&domain=pdf&date_stamp=2023-11-20
http://creativecommons.org/licenses/by/4.0/
mailto:liyueming@mail.xjtu.edu.cn
https://doi.org/10.3389/arc.2023.12099
https://doi.org/10.3389/arc.2023.12099


science, and theoretically predicted the thermal invisibility cloak.
In 2010, Li et al. [5] proposed the principle of using coordinate
transformation to design multi-functional stealth cloak. The
multi-functional invisibility cloak can not only realize the
function of a thermal invisibility cloak, but also realize the
function of an electric invisibility cloak. In 2012, Narayana et
al. [6] used COMSOL software to simulate the heat flow
distribution of two different materials coupled together. They
built a prototype thermal cloak in the lab by combining two
materials with vastly different thermal conductivities into a
spiral-shaped multilayer structure. By measuring its
temperature distribution in the temperature field, it is verified
that its experimental performance is in complete agreement with
the theoretical expectation, thus opening the door for
experimental exploration of a thermal invisibility cloak. In
2013, Schittny et al. [7] constructed a new type of heat
invisibility cloak using a single copper material. By machining
thermal channels of different sizes on the copper sheet (each
channel leads to different thermal conductivity due to different
sizes), the heat flow in r<R2 is compressed to R1<r<R2. In 2014,
Mao et al. [8] designed the expression of the thermal conductivity
of the cylindrical heat cloak with non-conformal arbitrary cross-
section based on the transformation of thermodynamics and
verified that the heat cloak has the function of thermal
protection for the stealth area through COMSOL Multiphysics
simulation. In 2015, Li et al. [9] introduced the dependence of
thermal conductivity on temperature when studying thermal
superstructural materials, thus developing the transformation
thermal theory (thermal conductivity is independent of
temperature) and establishing the nonlinear transformation
thermal theory, which then promoted the nonlinear thermal
research based on thermal superstructural materials. The so-
called nonlinear heat theory focuses on the thermal
conductivity of materials, which is no longer a constant
independent of temperature, but a physical quantity with
specific response to temperature. Based on this response, they
designed switching thermal cloaks that can respond intelligently
to ambient temperatures and prepared macroscopic thermal
diodes. In 2017, Xia et al. [10] deduced the general solution
expression of the thermal conductivity of the three-dimensional
heat cloak with arbitrary shape and carried out full wave
simulation verification. In 2018, Xia et al. [11] deduced the
expression of the thermal conductivity of the square heat
cloak and designed the square heat cloak with any angle. In
2021, Sha et al. [12] address three long-standing challenges,
i.e., transformation optics-induced anisotropic material
parameters, the limited shape adaptability of experimental
thermal meta devices, and a priori knowledge of back-ground
temperatures and thermal functionalities. They took the local
thermal conductivity tensors as input, resorted to topology
optimization for the freeform designs of topological functional
cell (TFCs), and then directly assembled and printed them. They
designed and 3D-printed three freeform thermal meta devices
(concentrator, rotator, and cloak).

The structural vibro-acoustic problem in a thermal
environment [13, 14] is one of the most common problems
in aerospace engineering. This paper studies the problem of

heat avoidance in thermal environment, aiming at laying a
foundation for solving the problem of thermal acoustic
vibration. Previous studies have focused on a single cloak
and did not propose how to arrange the cloaks periodically
to study the manipulation of the heat flow by the periodic plate
of the heat cloak. In this paper, two specific ways are given to
obtain the transformation equation of the square heat cloak. In
addition, the " position parameters " are used in the thermal
conductivity of the cloak, to obtain the thermal cloak at any
position in practical applications. Based on this, the thermal
cloaks are arranged periodically. The regulating effect of the
periodic plate of the thermal cloaks on the heat flow is
simulated under different boundary conditions by using
COMSOL software.

THEORETICAL BASIS

In nature, the heat flux always flows from hot areas to cold areas,
which is decided by the heat conduction equation:

ρ · c ∂T
∂t

� ∇· λ∇T( ) + Q (1)

where ρ, c, λ represent the density, thermal capacity, and the
thermal conductivity of the medium respectively. T is the
temperature. Q is the heat resource. If there is no heat
resource and at steady state, the Eq. 1 is simplified as:

∇ · λ∇T( ) � 0 (2)
Since the Eq. 2 has formal invariance [15], it could be

transformed in another space as follows:

∇′ · λ′∇′T′( ) � 0 (3)
where λ′, T′ represent the thermal conductivity coefficients and
temperatures in transformed spaces. According to the theory of
transformation thermodynamics, the thermal conductivity
relationship between the transformation space and the original
space [16]:

λ′ � A · λ0 · AT

det A( ) (4)

where λ0 represents the thermal conductivity coefficients in the
original space. A is the Jacobian transformation matrix, reflecting
the geometric changes from the original space to the
transformation space, and its components are:

Aij � ∂x′
i

∂xj
(5)

where x′i denotes the three coordinate components x’, y’, z’ in
the new coordinate system. xj represents the three coordinate
components x, y, z in the original coordinate system.

The square thermal cloak is designed as the Figure 1 shown. A
square area with a side length of 2s2 in Figure 1A is compressed
into a square torus in Figure 1B which is encircled by a square
with side length of 2s1 and a square with side length of 2s2.
Considering that the region has geometric symmetry, the region
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area could be divided into four triangular areas along its diagonal.
The thermal conductivity is calculated according to the
transformation equation of four triangular regions
respectively [17].

Two approaches will be given to find the thermal
conductivities of the square thermal cloak as follows. The first
one is a direct method. To illustrate how the transformation
equation of each region is obtained, consider the following case

FIGURE 1 | The sketch map of the square thermal cloak (areas 1,2,3,4). (A) Schematic diagram of the area before transformation. (B) Schematic diagram of the
transformed thermal invisibility cloak.

FIGURE 2 | Schematic diagram of compressed line segment. (A) Original line segment. (B) Compressed segment.

FIGURE 3 | The schematic diagram of the transformation of the area 1. (A) Area 1 before transformation. (B) Transformed area 1.
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Figure 2A: take a point x on a line segment, the length of which is
l. When the segment is compressed to a length of l′, as Figure 2B
shows, the corresponding x becomes x′. It is not difficult to get
the following formula:

x

l
� x′

l′ (6)

Figures 3A, B are the schematic diagram of the area 1 before
and after the transformation respectively. Take the left triangle
area’s median line, as Figure 4A shows, for example. For the first
step shifting the whole segment to the right by s1 (Figure 4B):

x1 � x + s1 (7)
Second, compress the line segment into (s2 − s1) (Figure 4C):

x′ � s1+Δx (8)
According to formula 6, it is obtained:

Δx
s2 − s1

� x

s2
(9)

Simultaneous Eqs 7–9, it could be obtained:

x′ � s2 − s1
s2

x + s1 (10)

It can be known from similar triangles:

x

x′ �
y

y′, y′ �
s2 − s1
s2

+ s1
x

( )y (11)

From the above example, it is easy to find that the
transformation formula of area 1 is as follows:

x′ � x
s2 − s1
s2

+ s1, y′ � s2 − s1
s2

+ s1
x

( )y (12)

In area 1, the Jacobian matrixA1 and the thermal conductivity
λ1′ of the transformation space are:

A1 �
s2 − s1
s2

0

−s1y
x2

s2 − s1
s2

+ s1
x

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣ ⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦, λ1′ �
1 − s1

x′ −s1y′
x′2

−s1y′
x′2

x′4 + s1
2y′2

x′4 − s1x′3

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦λ0
(13)

In a similar way, the transformation formula and the Jacobian
matrix of areas 2, 3, and 4 could be found as the formulae 14, 15,
and 16:

x′ � x
s2 − s1
s2

+ s1
y

( ), y′ � y
s2 − s1
s2

+ s1 (14)

x′ � x
s2 − s1
s2

− s1, y′ � y
s2 − s1
s2

− s1
x

( ) (15)

x′ � x
s2 − s1
s2

− s1
y

( ), y′ � y
s2 − s1
s2

− s1 (16)

The corresponding Jacobian matrixes of areas 2, 3, and 4 are
respectively as the formulae 17, 18, and 19:

A2 �
s2 − s1
s2

+ s1
y

−s1x
y2

0
s2 − s1
s2

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ (17)

A3 �
s2 − s1
s2

0

s1y

x2

s2 − s1
s2

− s1
x

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣ ⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ (18)

A4 �
s2 − s1
s2

− s1
y

s1x

y2

0
s2 − s1
s2

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ (19)

Finally, the thermal conductivities λ2′ , λ3′ , λ4′ of each
transformation area 2,3,4 are respectively as follows:

λ2′ �
y′4 + s1

2x′2

y′4 − s1y′3
−s1x′
y′2

−s1x′
y′2

1 − s1
y′

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦λ0 (20)

λ3′ �
1 + s1

x′
s1y′
x′2

s1y′
x′2

x′4 + s1
2y′2

x′4 + s1x′3

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦λ0 (21)

FIGURE 4 | Shift the whole segment to the right by s1. (A) The segment
before the move. (B) The line segment after the move. (C) Compress the line
segment into (s2 − s1).
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λ4′ �
y′4 + s1

2x′2

y′4 + s1y′3
s1x′
y′2

s1x′
y′2

1 + s1
y′

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦λ0 (22)

The above is the direct way to get the thermal conductivity of
the square thermal cloak.

The second way is using a rotation matrix to figure out the
thermal conductivity of the four areas. The areas 2, 3, and 4 can
be obtained by rotating the area1 counterclockwise by 90°,
180°, 270°. The rotation process can be implemented by the
rotation matrix.

To begin with, let us introduce the rotation matrix P by the
flowing example. Consider the situation shown in Figure 5: rotate
point A 90° counterclockwise to get point B.

The coordinates of point A are:

x � ρ · cos θ, y � ρ · sin θ (23)
where x and y indicate the horizontal and vertical coordinates of
point A in the Cartesian coordinate system. ρ, θ are the polar
diameter and polar angle of point A in the polar coordinate
system.

The coordinates of point B are:

s � ρ · cos θ + π

2
( ) � −ρ · sin θ � −y, t � ρ · sin θ + π

2
( ) � ρ · cos θ � x

(24)
where s and t indicate the horizontal and vertical coordinates of
point B in the Cartesian coordinate system.

The matrix form is used to clarify the relationship between A
and B:

s
t

[ ] � 0 −1
1 0

[ ] x
y

[ ] (25)

P � 0 −1
1 0

[ ] (26)

s
t

[ ] � P
x
y

[ ] (27)

P is the rotation matrix, which mean a transformation of
rotating counterclockwise by 90°. For the area 1, the
transformation formula is:

x′
y′[ ] �

s2 − s1
s2

0

0
s2 − s1
s2

+ s1
x

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣ ⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ x
y

[ ] + s1
0

[ ] (28)

The transformation equation of area 2 can be obtained by
rotating the transformation equation of area 1 90°

counterclockwise. Multiply both sides of formula 28 by the
rotation matrix P:

P
x′
y′[ ] � P

s2 − s1
s2

0

0
s2 − s1
s2

+ s1
x

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣ ⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦P−1P
x
y

[ ] + P
s1
0

[ ] (29)

B and B’ are obtained by rotating A and A’, so we can get:

s′
t′[ ] � P

x′
y′[ ], s

t
[ ] � P

x
y

[ ] (30)

Take the formula 30 into the formula 29:

s′
t′[ ] � P

s2 − s1
s2

0

0
s2 − s1
s2

+ s1
t

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣ ⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦P−1 s
t

[ ] + 0
s1

[ ]

�
s2 − s1
s2

+ s1
t

( )s
s2 − s1
s2

t + s1

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ (31)

Let s′, t′, s, t in the formula 31 be represented by x′, y′, x, y
respectively, the transformation equation of area 2 is obtained as
follows:

x′ � x
s2 − s1
s2

+ s1
y

( ), y′ � y
s2 − s1
s2

+ s1 (32)

In a similar way, by multiplying the rotation matrix P, the
transformation equations of areas 3 and 4 can be found. Then, the
thermal conductivity of each transformation space is calculated
by formula 4. The results of the direct method and the rotation
matrix method are the same. The two methods’ principles are
geometric transformation and matrix rotation respectively. The
physical natures are the same, only the mathematical means are
different. The cloud map of the thermal conductivity coefficient
of the thermal cloak is drawn in Figure 6. Figure 6A is λxx′ and
Figure 6B is λxy′.

The above thermal cloak is at the origin of the frame.
Furthermore, the thermal conductivity of a thermal cloak at
any position is calculated by introducing position parameters
a, b. Move the coordinate system:

m � x + a, n � y + b, m′ � x′+a, n′ � y′+b (33)
The transformation equations of area 1 are:

FIGURE 5 | Rotating schematic.
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m′ � m − a( ) s2 − s1
s2

+ s1 + a, n′ � n − b( ) s2 − s1
s2

+ s1
x − a

( ) + b

(34)
Letm′, n′, m, n in the formula 34 be represented by x′, y′, x, y

respectively, the transformation equation of area 1 is obtained as
follows:

x′ � x − a( ) s2 − s1
s2

+ s1 + a, y′ � y − b( ) s2 − s1
s2

+ s1
x − a

( ) + b

(35)
The corresponding Jacobian matrix and the thermal

conductivity of area 1 at any position are:

A1 �

s2 − s1
s2

0

−s1 y − b( )
x − a( )2

s2 − s1
s2

+ s1
x − a

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦,

λ1′ �
1 − s1

x′ − a
−s1 y′ − b( )

x′ − a( )2
−s1 y′ − b( )

x′ − a( )2 x′ − a( )4 + s1
2 y′ − b( )2

x′ − a( )4 − s1 x′ − a( )3
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦λ0 (36)

In a similar way, in the areas 2, 3, and 4, the thermal
conductivity of a thermal cloak at any position can be
obtained.

SIMULATION VERIFICATION

To verify the theoretical results of the above derivation, we use
COMSOL to implement the simulation. The square-shaped
thermal cloak is built in the heat transfer module. Set s1� 3m,
s2� 6m. The thermal conductivity of the original space
λ0� 1w/(m · k). Set the thermal conductivity calculated above
in the material setup module. Two kinds of thermal boundaries

are set for the simulation of one thermal cloak cell and the
periodic plate.

Verification of One Thermal Cloak Cell
For one thermal cloak, the first thermal boundary conduction is
as Figure 7 shows, the left boundary is set to be 1000k, and the
right boundary is set to be 0k. The upper and lower boundaries
are set as thermal insulation. The Figure 7A is the heat flux
direction, and the Figure 7B shows the diagram of isotherm. It is
found that the heat flow stably flows around the heat cloak. It
realizes the function of the thermal cloak.

Another is a diagonal thermal boundary, as Figure 8 shows.
The upper right corner is set as 1000k, and the lower left corner is
set as 0k. Other boundaries are set as insulation. The Figure 8A is
the heat flux direction, and the Figure 8B shows the diagram of
isotherm. Besides, the position of the diagonal heat source is
changed, so that the heat source is not on the diagonal of the heat
cloak. The Figure 9A is the heat flux direction, and the Figure 9B
shows the diagram of isotherm. It shows that the cloak acts as a
shield against the heat flow.

Verification of a Periodic PlateWith Thermal
Cloak
As shown above, by introducing the position parameters a, b, the
thermal conductivity tensor of the thermal invisibility cloak at
any position can be obtained. According to this, the 8 × 8 periodic
plate is built in the transfer module. The thermal conductivities of
each cloak are set as deduced.

For the plate, similar to one thermal cloak, two kinds of the
thermal boundaries are set. Figure 10 and Figure 11 are the
simulation results of the two thermal boundaries respectively.
The Figure 10A is the heat flux direction, and the Figure 10B
shows the diagram of isotherm under the first thermal boundary.
It indicates that the heat flows from the left to the right, and
steadily bypasses each thermal cloak. The temperature gradient
and heat flow inside each cloak are 0. The Figure 11A is the heat
flux direction, and the Figure 11B shows the diagram of isotherm

FIGURE 6 | The cloud map of thermal conductivity coefficient. (A) λ′xx . (B) λ
′
xy .
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FIGURE 7 | The heat flux direction and the diagram of isotherm of one cloak under the first thermal boundaries. (A) The heat flux direction. (B) The diagram of
isotherm.

FIGURE 8 | The heat flux direction and the diagram of isotherm of one cloak under the second thermal boundaries. (A) The heat flux direction. (B) The diagram of
isotherm.

FIGURE 9 | The heat flux direction and the diagram of isotherm of one cloak under the second thermal boundaries when the heat source is not on the diagonal of
the heat cloak. (A) The heat flux direction. (B) The diagram of isotherm.
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FIGURE 10 | The heat flux direction and the diagram of isotherm of the periodic plate under the first thermal boundary. (A) The heat flux direction. (B) The diagram of
isotherm.

FIGURE 11 | The heat flux direction and the diagram of isotherm of the periodic plate under the second thermal boundary. (A) The heat flux direction. (B) The
diagram of isotherm.

FIGURE 12 | The heat flux direction of the periodic plate under two thermal boundaries when the position parameters are abandoned. (A) Under the first thermal
boundary. (B) Under the second thermal boundary.
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under the diagonal thermal boundary. The heat flows steadily
bypass each heat cloak. The heat flow in the center of the periodic
plate is 0 and the closer to the diagonal heat source, the denser the
isotherm. It proves that each cloak in the plate has the function of
avoiding heat flow.

The position parameters a and b are not considered to prove
their necessity. Two of the same kinds of thermal boundaries
are set. Figures 12A, B are the heat flux direction under the
two thermal boundaries when the position parameters a and b
are abandoned. We know that when the position parameters a
and b are not considered, the heat flow cannot stably bypass
each thermal invisibility cloak. It can be found that the heat
flux inside the cloaks that are located in the first column on the
left and the last row on the bottom are closest to 0. That is
because the thermal conductivity coefficient of the thermal
invisibility cloak at those locations only changes one direction
when transforming coordinates. As a result, the position
parameters are not even a consideration, the heat cloak at
these locations can still play a role in avoiding heat flux.
Therefore, when arranging the thermal invisibility cloak
periodically, the position parameters a and b must be
considered.

DISCUSSION

Two methods have been given to construct the thermal
conductivities of the square thermal invisibility cloak. The
cloud map of the thermal conductivity coefficient of the
thermal cloak has been drawn. Besides, by introducing the
position parameters into the calculation of the thermal
conductivity coefficient, the cloaks were arranged periodically
so that they can manipulate heat flow in a larger area. The heat
insulation function of both the single thermal cloak and the
thermal cloak periodic plate were tested under different heat
boundary conditions using COMSOL Multiphysics.

The results show that both the single thermal and the thermal
cloak periodic plate have the function of avoiding heat flow under
different heat boundary conditions. The heat fluxes travel around

the inner domain with good thermal stealth effect. To prove the
necessity of the position parameters, the comparative verification
is done. The results show that the heat flow can stably bypass each
thermal invisibility cloak only when the position parameters are
considered.

In engineering application, vibration reduction and heat
insulation have always been the focus of research. Phonon
crystal plates can be used to reduce response. How to combine
the phonon crystal plate with the thermal cloak periodic plate to
play the role of shock absorption and heat insulation at the same
time is worthy of further study.
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An Optical Attitude Measurement
Method for Terminal Sensitive
Projectile in Vertical Wind Tunnel Test
Xianshi Yuan1,2*, Chao Gao1, Zhengke Zhang1, Huan Wang2, Yushuai Wang1 and
Yueqiang Li1

1School of Aeronautics, Northwestern Polytechnical University, Xi’an, China, 2Xi’an Institute of Modern Control Technology,
Xi’an, China

An optical attitude (scanning angle and spin rate) measurement method for terminal
sensitive projectile in vertical wind tunnel test is proposed. The principles of measuring
scanning angle and spin rate simultaneously depend only on one fixed camera are
presented in detail. The measurement processes, which mainly includes preparation,
image acquisition, segmentation of projectile, contour extraction, and estimation of
attitude, are described accordingly, and the key techniques involved in each step are
expanded exactly. Moreover, the measurement errors are analyzed thoroughly. The
advantages of the novel method is analyzed as follow: first, the mathematical model
for calculating scanning angle of a steady-state terminal sensitive projectile is derived for
the first time in literature, which makes it possible to measure scanning angle from images
recorded by only a fixed camera; second, the algorithms of estimating scanning angle and
spin rate depend only on the line-segments of the perspective cylinders in images are
designed, which significantly improve the attitude measurement accuracy. Experiment
was also conducted in laboratory to verify the novel method.

Keywords: terminal sensitive projectile, scanning angle, spin rate, optical measurement, vertical wind tunnel test

INTRODUCTION

Terminal-sensitive projectile, also called sensor-detonated projectile, is a kind of cluster bomb which
contains many smaller bombs and is very disruptive. It can be launched by cannons, long-range
rockets or aircraft. When flying to the target over a certain height, the smaller bombs are thrown and
they can automatically detect and recognize the targets and make accurate attacks when they reach
steady-flying (or steady-scanning) state after a deceleration stage. Since the detection and attack
operations are performed during the steady-scanning stage, the steady-scanning attitude such as
falling velocity, scanning angle, and spin rate are very important parameters that affecting the
performance and hit probability of the terminal sensitive projectile [1]. Therefore, it is necessary to
measure the steady-scanning attitude of the terminal sensitive projectile through either vertical wind
tunnel test or field test.

There are already many sensors [2] developed to measuring the steady-scanning attitude of the
projectile. According to the installation position, existing sensors can be classified into two categories:
projectile-borne sensors and non-projectile-borne sensors. Projectile-borne sensors [3–17] such as
accelerometers, gyroscopes, geomagnetic sensors, and solar sensors are generally installed inside the
body of the projectile. Schuler et al [3] proposed to use linear accelerometers to measure the spin rate
of rotating objects. Without loss of generality, three or more linear accelerometers were placed at
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different axis of the projectile coordinate system, the linear
acceleration along each axis were measured during high-speed
flight, and the spin rate was thereby calculated based on the
collected acceleration information. This type of sensors has the
advantages of low cost, low-power consumption, and high
reliability, etc. [4]. However, as the number of the linear
accelerometers increases, the installation error increases, and
more space is needed to place them which is not very
practical because the body space of the projectile is limited.
Moreover, the error of the calculated spin rate increases
dramatically over time.

Gyroscopes, which often employed in inertial navigation
systems, are another type of projectile-borne sensors. The
traditional gyroscopes can be used to measure the scanning
angle and spin rate of the projectile. They have the features of
working all the time, and high accuracy and high stability in short
term. Whereas, their volumes are usually large and their overload
capacity are weak [5]. Recently, MEMS (Microelectromechanical
system) is applied to the gyroscopes, and new MEMS gyroscopes,
which have no moving parts, are developed to measure the
attitude of the projectiles. The new MEMS gyroscopes usually
have small volume and low cost. But their measuring ranges are
often small and their long-term stability is low, the measuring
error of the attitude increases over time as the linear
accelerometers [6, 7].

Geomagnetic sensor, which obtain the attitude information
through measuring the magnetic field vector information, is one
of the most concerned research focuses among all attitude
measuring sensors for spin missiles. Zhou et al. [8] presented
an attitude calculation method based on geomagnetic sensor by
establishing the geomagnetic model and considering the
characteristics of steady scanning motion of terminal sensitive
projectile. Deng et al. [9] studied a real-time roll angle estimation
method based on phase-locked loop on signals from single-axis
magnetometer for spinning projectile. The novel method is less
dependent on the amplitude and able to reduce effect from
geomagnetic blind area. Geomagnetic sensor owns the
advantages of passive sensing, high sensitivity, as well as low
power and cost [10]. Whereas, its accuracy depended on accurate
geomagnetic model which usually difficult to obtain and
vulnerable to environmental interference.

Solar sensor measures the spin rate, nutation angle and
precession angle through recorded solar azimuth which is
defined as the angle between missile rotational axis and the
sunlight pass through the missile center. Gui and Yang [11]
presented a scheme of practicable digital telemetering system for
measuring the attitude of projectile in flight based on the
principle of solar aspect angle. The system had been used in
practice for the test of projectiles which survive as high as
18 thousand g. Although the principle of solar sensor is
simple, it is severely limited by the sunlight and weather
conditions, and its measuring accuracy is not high.

Owing to the limitations of each type of projectile-borne
sensors, the multi-sensor systems which combine the
accelerometers, gyroscopes, geomagnetic sensors and solar
sensors are thereby designed [12–17]. Change et al. [12]
estimated the attitude of projectiles using magnetometers and

accelerometers. Harkins et al. [13] combined the solar sensors
and magnetic sensor to measure the spin rate and scanning angle
of spinning projectiles. Cao et al. [14] put forward a low-cost
attitude detect system which consists of geomagnetic sensor and
micro silicon gyro. Huang et al. [15] employed magnetometer,
MEMS accelerometer and gyroscope to estimate attitude
information. Since the multi-sensor systems can overcome the
shortage of each type of sensors, either the robustness or the
accuracy of the measuring system is improved significantly.

Non-projectile-borne sensors [1, 18–23], such as the optical
measurement system (also known as high-speed video measuring
technology or image-based method), Radar and global navigation
satellite system (GNSS) etc., are usually placed outside of the body
of the terminal sensitive projectile. The GNSS includes American
GPS, Russian GLONASS, European Galileo, and Chinese BDS.
Among them, the American GPS system is most widely used.
Deng et al. [18] adopted a GPS (Global Positioning System)
receiver with a single side-mounted antenna to detect the roll
angle and rotational speed of a spinning vehicle A Frequency-
Locked Loop (FLL) assisted Phase-Locked Loop (PLL) is designed
to obtain the attitude information from GPS signals. Cao et al.
[19] studied the roll angle calculation method based on
Geomagnetic sensor and GNSS to meet the needs of high-
frequency and high-accuracy roll angle measurement for the
high-spin projectile. Because of limited body space of the
projectile, either he layout of the baseline or the installation of
the receiver is restricted, the measuring accuracy of the GNSS is
not high.

Radar can also be used to measure the spin rate of high-spin
projectile. Ferguson et al. [20] employed Doppler radar to
measure the steady-state spin rates of the kinetic energy
projectiles. Li et al. [21] presented a new method to measuring
the rotation velocity of small arms projectiles by transforming
Doppler radar data to the time domain on the premise of
eliminating corresponding noise and clutter signals in the
frequency domain. The disadvantage of Radar applied to
measure the steady-state spin rates of terminal-sensitive
projectile is that slot need to be carved at the bottom of the
projectile.

Optical measurement instruments/systems are widely used in
modern weapon test. Due to high-speed video technique, it is
possible to smoothly view the steady-state rotation of a projectile
spinning at 300 revolutions per second (HZ) with a camera
recording at a rate of 10,000 frames per second. Gao et al.
[22] used two cameras to measure the scanning angle and
spin rate of two different types of terminal-sensitive projectiles
in vertical wind tunnel test, and compared the measuring results
with field test. Yakimenko et al. [1] presented a scheme of
measuring spin rate of marked projectiles using computer
vision analysis method. Black and white longitudinal stripes
along the direction of the projectile axis should be painted on
the surface of the projectile in advance. By counting the stripe
pixel column of the recorded images, the spin rate of the projectile
can be obtained exactly. Zhao et al. [23] proposed a model-based
optimization algorithm to estimate the motion parameters of
projectile from the recorded images from stereo linear array
image. The optimal motion parameters are achieved by
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matching the stereo projection of the projectile and that of the
same size 3D model. The optical measurement instruments/
systems usually have higher accuracy than other sensors in
spin rate measurement, and are especially suitable for wind
tunnel test. Whereas, they are often lack of precision in
scanning angle measurement.

In this paper, an optical attitude measurement method for
terminal sensitive projectile in vertical wind tunnel test is
proposed. The optical measurement method is extremely
simple since only one high-speed camera is employed.
However, both scanning angle and spin rate can be measured
accurately by using the novel method. The measurement
principle, measurement process, and measurement errors are
presented in detail. Compared with existing optical attitude
measurement methods, the contribution of the novel method
can be analyzed in two aspects: first, the mathematical model for
calculating scanning angle of a steady-state terminal sensitive
projectile is derived, which makes it possible to measure scanning
angle from images recorded by only a fixed camera; second, the
algorithms of estimating scanning angle and spin rate depend
only on the line-segments of the perspective cylinders in images
are designed, which significantly improve the measurement
accuracy.

MEASUREMENT PRINCIPLE

Steady-Scanning Model
The experiment setup is shown in Figure 1. The length of the
experimental section of the vertical wind tunnel is about 6.5 m,
the diameter of the contraction section of the vertical wind tunnel
is Ø4.5 m, the maximum wind speed for the experimental section
is about 50 m/s (meter per second), and the minimumwind speed
is about 5 m/s. During experiment, the terminal-sensitive
projectile is hung in the air through a flexible rope over a
pulley and rotate around a plumb axis, the steady spin rate

ranges from 4 to 6 r/s (revolutions per second) to about 30 r/s
(for different types of terminal-sensitive projectiles). It is widely
recognized that the steady-state trajectory of a terminal-sensitive
projectile follows an Archimedean spiral. However, at any given
moment, the trajectory can also be visualized as a virtual cone.
The generator line of this cone corresponds to the axis of the
projectile, while the axis of the cone aligns with the plumb axis.
The vertex of the cone represents the point of intersection
between the plumb axis and the projectile’s axis. Therefore,
the scanning angle at each moment can be understood as the
half-cone-angle of the corresponding virtual cone. Consequently,
measuring the real-time scanning angle is equivalent to
determining the cone-angle of the corresponding virtual cone.

Layout of Optical Measurement System
The configuration of the optical measurement system is
particularly simple, as shown in Figure 1, only one high-speed
camera is employed to record images of the terminal-sensitive
projectile in flight. The camera can be installed on the wall, or on a
tripod, but should be in a horizontal orientation and the optical
axis of which should be orthogonal to the plumb axis. Moreover,
the distance of the camera to the plumb axis should be far greater
than the radius of the virtual cones, and some high-lumen LED
lamps should be placed around the vertical wind tunnel to
provide adequate lighting for the optical system.

Principle of Measuring Scanning Angle
As described in Steady-Scanning Model section, the steady-state
trajectory of the terminal-sensitive projectile can be visualized as
a virtual cone at each moment. Consequently, capturing the
steady-scanning trajectory of the projectile on an image plane
is essentially projecting the virtual cone onto that plane. In
Figures 2A, B, the virtual cone at a specific moment is
represented by a blue dashed line, with the generator line
depicted as a blue solid line. The vertex of the cone is denoted
as point S. To establish a coordinate system for the virtual cone,
we introduce the coordinate system Ow −XwYwZw, the origin
Ow is located at the base center of the virtual cone, the axis Zw is
coincides with the axis of the virtual cone, and the axis Xw is
parallel to the axis Zc of the camera coordinate system. The
intersection of the base border of the virtual cone and the axis Yw

is marked by points C andD. Furthermore, the camera coordinate
system Oc −XcYcZc is defined, with the origin Oc representing
the optical center of the camera, the axis Yc is parallel to the axis
Zw, and the axis Zc, which aligns with the optical axis of the
camera, is orthogonal to the axis Zw and intersects at point K.

According to the principles of Descriptive Geometry, the
projection of a cone is an isosceles triangle, the two congruent
legs of which are projection of the limit elements on the
projection view. As shown in Figure 2C, The coordinate
system o −xy is the image coordinate system, the origin o is
projection of the optical center Oc, the axis x is parallel to the axis
Xc, and the axis y is parallel to the axis Yc. The isosceles triangle
Δsab on the image plane is projection of the virtual cone, and the
two congruent legs sa and sb are projections of the limit elements
SA and SB which are tangent to the rays OcA and OcB (it should
be noted that the projection of the base of the virtual cone may be

FIGURE 1 | Schematic diagram of vertical wind tunnel test.
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not a line since the base would not be coincident with the plane of
Oc −XcZc, thereby the projection of the virtual cone may be not a
triangle, to simply the analysis, the triangle is still used as instead
here because the simplification does not cause any loss of the
accuracy). Since the angle between any element on the conical
surface and the axis of the cone is the half-cone-angle, if any one
of the four angles ∠ASOw, ∠BSOw, ∠CSOw, and ∠DSOw is
calculated, the scanning angle is obtained accordingly. As a
matter of fact, the projections of the two angles ∠CSOw and
∠DSOw on the image plane are equivalent to the themselves.
Unfortunately, the projections of point C and point D cannot
be identified on the image plane, so these two angles cannot be
solved. The projections of the two angles ∠ASOw and ∠BSOw

are the two angles ∠aso and ∠bso on the image plane,
respectively.

Because there is perspective transformation between the
angles and their projections, and the perspective
transformation is difficult to obtain, the true values of the
angles cannot be derived directly. In this section, both ray
trace method and geometric analysis are employed to compute
the true values (the values of the two angles ∠ASOw and ∠BSOw

are equal, only the angle ∠ASOw is computed here). As shown in
Figure 2B, create an auxiliary plane through point A that is
perpendicular to the axis Xw and intersects with the ray OcS and
the axis Xw and Zc at the points E, G and N, respectively. Then
connect those intersection points and draw five auxiliary lines
AE, AG, EG, GN and OcG with red dotted line. Since the plane
where the triangle ΔAGE is located is perpendicular to the axis
Zc, it is parallel to the image plane, hence the angle ∠AEG is equal
to its projection, i.e., ∠AEG � ∠aeg. Furthermore, according to
the ray trace theory, the projections of point S and point E are
coincident, and the projection of point G is located at the
midpoint of the line ab on the image plane, if the angles ∠aso

is marked as θ, thus ∠AEG � ∠aeg � ∠aso � θ. Obviously, the
angle ∠ASOw is not equal to the angel ∠AEG, i.e., ∠ASOw≠∠AEG,
hence ∠ASOw≠ θ. That is the value of the angle ∠ASOw cannot be
simply replaced with the value of its projection ∠aso.

Draw an auxiliary line AM through point A that is
perpendicular to the plane Oc −XcZc and intersects at point
Mwith red dotted line (Figure 2B). Meanwhile, draw an auxiliary
line am through point a that is perpendicular to the axis x and
intersects at point m with red dotted line (Figure 2B) According
to the ray trace theory, the point m is projection of point M and
there is a virtual ray between point m and point M (connected
with a red dotted line). Moreover, connect the point A and point
Ow with a black dotted line (Figure 2B). And mark the angle
∠AOcM as φ, the angle ∠AOcS as β, the angle ∠OcSK as γ , the
angle ∠ASOw as η, and the length of the rayOcA as L. As shown in
Figure 2B, according to the Pythagorean theorem,

cos η � SOw/SA
tan β � SA/L
cos β � L/SOc

cos γ � SK/SOc

sinφ � AM/L

⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
. (1)

In addition, according to the geometric relationship,

SK � SOw + OwK
OwK � GN � AM

{ . (2)

By combing Formulas 1, 2, the angle η can be computed

η � cos−1 SOw/SA( )
� cos−1 SK − AM( )( / L × tan β( ))
� cos−1 L × cos γ/cos β − L × sinφ( )( / L × tan β( ))
� cos−1 cos γ/cos β − sinφ( )( /tan β)

. (3)

FIGURE 2 | Imaging principal of the steady-scanning trajectory of the terminal-sensitive projectile in vertical wind tunnel test. (A) Top-down view of the ray of the
imaging system. (B) Isometric view of the ray from the optical center of the camera to the scene. (C) Isometric view of the ray from the optical center of the camera to the
image plane.
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According to Formula 3, if the three angles β, γ and φ are
solved, the angle η can be calculated exactly.

Assume the focal length of the camera is f, the pixel sizes are
dx and dy along the x and y directions respectively, and the
two-dimensional (2D) pixel coordinate of point a is (xa, ya).
As shown in Figure 2C, according to the Pythagorean
theorem,

sin θ � dx × xa| |/sa
cot θ � sg/ dx × xa| |
cos γ � so/sOc

sinφ � dy × ya/aOc

sOc| |2 � so2 + f2

aOc| |2 � dx × xa| |2 + dy × ya

∣∣∣∣ ∣∣∣∣2 + f2

⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩
, (4)

where the operator | | means taking absolute value. According to
the Cosine theory,

cos β � aOc| |2 + sOc| |2 − sa2( )/ 2 × aOc| | × sOc| |( ). (5)
In addition, so � sg + dy × ya, by combining Formulas 4, 5, it

can be inferred that

γ � cos−1 dx × xa| | × cot θ + dy × ya( )/ �����������������������������
dx × xa| | × cot θ + dy × ya( )2 + f2

√( )
φ � sin−1 dy × ya/ �����������������������

dx × xa| |2 + dy × ya

∣∣∣∣ ∣∣∣∣2 + f2
√( )

β � cos−1
dy × ya

∣∣∣∣ ∣∣∣∣2 + dx × xa| | × dy × ya × cot θ + f2�����������������������
dx × xa| |2 + dy × ya

∣∣∣∣ ∣∣∣∣2 + f2
√

×
�����������������������������
dx × xa| | × cot θ + dy × ya( )2 + f2

√⎛⎜⎜⎜⎝ ⎞⎟⎟⎟⎠

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
.

(6)

According to Formula 6, the three angles β, γ and φ are
functions of the six variables f, dx, dy, xa, ya and θ. The 2D
pixel coordinate (xa, ya) of point a and the angle θ can be
achieved through image analysis exactly. The focal length f and
the pixel sizes dx and dy can be obtained from the handbook of
the high-speed camera. Thus, the three angles β, γ and φ can be
computed exactly, and the value of half-cone-angle η can be
obtained.

Note that the half-cone-angle η can be achieved only when the
terminal-sensitive projectile rotates to position A and B as shown
in Figure 2A, if rotates to other position, Formulas 1, 3 are not
valid any more, thus, the half-cone-angle η cannot be solved. That
is in one complete revolution, the real time scanning angle of the
terminal-sensitive projectile at two points can be measured in
vertical wind tunnel test.

Principle of Measuring Spin Rate
Like the moon whose rotation rate is the same as the time it takes
to make one revolution, the terminal-sensitive projectile rotates
on its own axis in the same period of time that revolves around
the plumb axis (Figure 1) during the steady-scanning stage in the
vertical tunnel test, thus, the steady-state spin rate can be achieved
by measuring either the rotation rate or the revolution speed of
the terminal-sensitive projectile [1, 22].

The revolution speed can be solved by recording the time
taken to make one revolution, or by counting the number of
revolutions within a given time. The former can be seen as
computing the real-time velocity while the former can be seen
as computing the average velocity. Different from previous
method that employs two cameras to track the revolution
speed of the terminal-sensitive projectile, in this paper, only
one camera is employed. As shown in Figure 3, the steady-
state motion of the terminal-sensitive projectile on the image
plane is similar to the pendulum motion which is a typical
oscillating motion. Thus, the projection of the axis of the
projectile must be coincident with the y-axis periodically.
Mark the time of the ith coincidence as Ti where
i � 1, 2, . . . , N, thereupon the real-time velocity at time Ti can
be expressed as

vi � 1/ Ti − Ti−2( ), (7)
and the average velocity can be expressed as

�v � 0.5 × N−1( )/ Tn − T1( ). (8)
The rotation rate can be achieved by tracking features such as

the natural texture on the surface of the terminal-sensitive
projectile, pattern painted or drawn manually, corners, or
specialized targets that widely used in optical measurement [1,
23]. Since the terminal-sensitive projectile rotates on its own axis,
the shapes and coordinates of the features at different position are
different when view from the optical axis as shown in Figure 4.
Furthermore, the rotation rate is equal to the revolution speed,
hence the shapes and coordinates of the features at the same
position in different circles of rotation are almost identical.
Therefore, the rotation rate can be obtained by tracking the

FIGURE 3 | Imaging of the steady-state motion of the terminal-sensitive
projectile.

FIGURE 4 | View of the pattern “×” drawn on the surface of the terminal-
sensitive projectile during rotation.
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shapes and coordinates of the features at some positions where
they can be seen clearly using feature tracking algorithms or deep
learning algorithms.

MEASUREMENT PROCESS

Themeasurement process mainly includes five steps: preparation,
image acquisition, segmentation of projectile, contour extraction,
and estimation of attitude, as shown in Figure 5. The key
techniques involved in each step will be presented in detail.

Preparation and Image Acquisition
Before image acquisition, the camera should be adjusted to a
ready state: adjust the camera to be horizontal by means of a spirit
level, and align the vertical axis of the crosshair of the camera to
be coincident with the stationary flexible rope which hanging the
terminal-sensitive projectile in the air (the flexible rope is
coincident with the plumb axis when it is in stationary state).
Then record an image of the static scene as background image for
segmentation step. Finally, begin to record images when the
motion of the terminal-sensitive projectile is in a steady state.

Segmentation of Projectile
Segmentation of the projectile is essentially detecting moving
object from complex scenes which is an important topic in the
field of computer vision. Many methods, such as the frame

difference [24], background subtraction [25], optical flow [26],
or deep learning-based method [27], etc., have been proposed for
moving object detection with either a stationary camera or a
moving camera. Since the camera is fixed during the
measurement, background subtraction is adopted here.

The background subtraction is the most effective method for
detecting moving objects in video or a series of images [24]. The
core of background subtraction is building the background
model/image. In this paper, the background image is recorded
in advance as mentioned in Preparation and Image Acquisition
section. Suppose the gray value of the background image is given
by I(x, y, 0), and the gray value of the frame at time t is I(x, y, t),
where x and y are values of the 2D coordinate of pixel. The binary
image operation results of background subtraction can be
defined as

f x, y, t( ) � 1 I x, y, t( ) − I x, y, 0( )∣∣∣∣ ∣∣∣∣>T
0 I x, y, t( ) − I x, y, 0( )∣∣∣∣ ∣∣∣∣≤T{ (9)

where the operator | | means taking absolute value, and T is the
threshold. According to Formula 9, for each point in the image, if
the difference value is greater than the threshold, then put the
point as a foreground pixel, otherwise, regarding the point as a
background pixel.

Because the flexible rope and parachute that linked with the
terminal-sensitive projectile also rotate synchronously, they are
also extracted during the segmentation. To separate the terminal-
sensitive projectile from the flexible rope and parachute, after
threshold, the morphological open operator is applied to the
binary image several times until the projectile is separated
completely. Finally, cluster the remain pixels in the binary
image base on 4-neighbors and pick out the largest cluster
which is the pure projectile.

Contour Extraction
The main body of the terminal-sensitive projectile is a cylinder
and its projection on the image plane is a perspective 2D cylinder.
To determine its orbit in the recorded images, the contour of the
perspective 2D cylinder, which generally consists of two line-
segments and two elliptic arcs, should be extracted to fit the axis
of the cylinder. As accuracy is required for fitting, subpixel edge
extraction operators [28] are used to extract subpixel contour
points.

Because some of the contour points belong to the line-
segments, some belong to the elliptic arcs, and a few belong to
noise, it is necessary to separate them. Due to incompleteness, the
previous works [29] have proven that the ellipse fitting may be
inaccurate only rely on the contour points belong to the elliptic
arcs. Therefore, the contour points belong to the elliptic arcs are
not used here, only the contour points belong to the line-
segments are adopted. To distinguish the contour points that
belong to the line-segments, the random sample consensus
(RANSAC) algorithm [30] is employed. The basic procedure is
as follow:

Step 1.Randomly selecting two contour points from the extracted
N contour points above;

FIGURE 5 | Flowchart of measurement process.

Zhejiang University Press | Published by Frontiers December 2023 | Volume 1 | Article 122616

Yuan et al. Aerospace Research Communications Optical Attitude Measurement for Terminal-Sensitive-Projectile

71



Step 2. Calculating a line with the two points selected in Step 1;

Step 3. Calculating distance of the other N−2 contour points to
the line obtained in Step 2, if the distance of a contour point is
smaller than the threshold τ, it is labeled as an inlier, otherwise
labeled as an outlier;

Step 4. Repeating Step 1~Step 3 until the number of repetitions
exceeds N/2.

Step 5. Selecting the two lines with the most inliers.
To ensure accuracy, the threshold τ in the above procedure is

set to one pixel, i.e., τ� 1.

Estimation of Attitude
As analyzed in Principle of Measuring Scanning Angle section, the
scanning angle can be solved only when the terminal-sensitive
projectile rotates to position where the ray is orthogonal to the
axis of the projectile. Figure 6 shows an image of a cylinder
rotated to that position. It can be seen that the two line-segments
are parallel to each other, and the ellipse arcs almost become lines
too. Mark the two line-segments as e1 and e2, the axis of the
cylinder as e, then e1 ‖ e2 ‖ e. Assume the angles between the line-
segments e1, e2 and the y-axis of the image coordinate system is θ1
and θ2, respectively, thus the angle θ between the axis e and the
y-axis can be calculated as

θ � θ1 + θ2( )/2. (10)
Once the two line-segments e1 and e2 are fitted, the angles θ1

and θ2 can be computed exactly, the angle θ thereby can be solved.
That is the axis e does not need to be fitted any more.

The position of point a is determined as follow: project the
center points of line-segments e1 and e2 to the axis e, then take the
midpoint of the two projected points on the axis e as point a.
Because the length of line-segments e1 and e2 are almost equal to
each other, the projections of the center points on the axis e are
almost coincident as shown in Figure 6. Once the position of

point a is determined, its 2D coordinate (xa, ya) can be achieved
exactly. Finally, by combing the parameters (the focal length f and
the pixel sizes dx and dy) of the high-speed camera, the scanning
angle η can be calculated exactly through Formulas 3, 6.

As analyzed in Principle of Measuring Spin Rate section,
the steady-state spin rate can be achieved by measuring either
the rotation rate or the revolution speed of the terminal-
sensitive projectile. To measure the rotation rate, the key
point is tracking the features, so the surface of the terminal-
sensitive projectile should be illuminated, as shown in
Figure 7. Since the feature tracking algorithms have been
widely studied and applied in computer vision, the details will

FIGURE 6 | Extraction of line-segments when the ray is orthogonal to the
axis of the rotating cylinder.

FIGURE 7 | A frame of a rotating cylinder whose surface is marked with
an artificial pattern.

FIGURE 8 | A frame of a rotating cylinder whose axis is coincident with
the y-axis of the image coordinate system.
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not be presented here. The disadvantage of measuring
rotation rate by tracking features is that the contours of
the cylinder in images may be quite vague (Figure 7), thus
the line-segments would be difficult to distinguish or with a
low separate accuracy, which would affect the scanning angle
measurement accuracy.

To measure the revolution speed, the key is finding out the
frames in which the axis of the projectile is coincident with
the y-axis of the image coordinate system. As mentioned
before, the axis of the projectile is difficult to fit accurately,
hence only the line-segments are employed. As shown in
Figure 8, due to perspective transformation, the line-
segments e1 and e2 would be not parallel to each other
while the axis e of the cylinder is coincident with the
y-axis of the image coordinate system. To judge correctly,
the follow formula is developed

ε � e1
→ · �i + e2

→ · �i∣∣∣∣ ∣∣∣∣, (11)
where e1

→ and e2
→ are the normalized vector of line-segment e1

and e2, and �i � (1, 0) is the basic unit vector. For a frame in
which the axis e of the cylinder is coincident with the y-axis of
the image coordinate system, the ε would be zero in theory.
Whereas, it would be a very small value since there are errors.
Thus, find out those frames with minimum ε, then
use Formulas 7, 8 to compute the real-time and average
velocity.

MEASUREMENT ERROR ANALYSIS

Measurement Error of Scanning Angle
There are many factors, such as the error of the focal length f and
the pixel sizes dx and dy, frame rate, and contour extraction
error, etc., may affect the scanning angle measuring accuracy.
Since the subpixel edge extraction operators can reach an
accuracy of 1/50 pixel, its influence is omitted. The error of
the focal length f and the pixel sizes dx and dy may produce

systematic error which can be corrected through some calibration
procedure, so they are not discussed here. The frame rate has
significant influence on the measurement accuracy, so it is
discussed in detail. As shown in Figure 9A, a frame should be
captured at position A in theory, whereas, it may be missed
because there is a time interval between two frames. The
maximum error is reached when position A is in a certain
position between the two adjacent frames at position A1 and
A2. Thus, either the 2D coordinate (xa, ya) of point a or the angle
θ on the image would exist an error which would lead to an error
of the scanning angle η according to Formulas 3, 6.

Assuming the frame rate of the high-speed camera is ρ fps, and
the spin rate of the terminal-sensitive projectile is ω r/s, then
∠A1OwA + ∠A2OwA � ω × π/ρ. That is ∠A1OwA<ω × π/ρ and
∠A2OwA<ω × π/ρ. For ease of calculation, only the error at
point A1 is calculated and the angle ∠A1OwA is set to the upper
bound ω × π/ρ, i.e., ∠A1OwA � ω × π/ρ.

As shown in Figures 2B, C, according to ray trace theory

GN/NOc � og/f � ya/f
GA/NOc � ag/f � xa/f{ . (12)

Draw an auxiliary line G1N1 through point G1 that is
perpendicular to the axis Zc (Figure 9A). Since the point G1

is on the plane Ow −XwYw, thus G1N1 � GN. Assuming the
projection of point G1 on the image plane is g1, the 2D
coordinates of point a1 is (xa1, ya1), and the angles ∠a1so is
θ1. Then

G1N1/N1Oc � GN/N1Oc � og1/f � ya1/f
G1A1/N1Oc �a1g1/f � xa1/f{ . (13)

According to Figure 9A, NN1 ≪NOc, hence
N1Oc � NOc −NN1≈ NOc, then

ya1 � f × GN/N1Oc ≈ f × GN/NOc �ya

xa1 � G1A1 × NOc × xa/ GA × N1Oc( ) ≈ G1A1/GA( ) × xa
{ .

(14)

FIGURE 9 | Schematic of measurement error introduced by frame rate. (A) Partial view of the planeOw − XwYw in Figure 2B. (B) View of the trajectory on the image
plane.
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Moreover, according to the Pythagorean theorem,

G1A1/GA �sin ∠( AOwG − ∠A1OwA)/ sin∠AOwGl

∠AOwG � sin−1 xa/(tan β × tan η ×
����������
x2
a + y2

a + f2
√( ))⎧⎨⎩ .

(15)

Therefore, the 2D coordinate (xa1, ya1) of point a1 can be
computed exactly.

Once the 2D coordinate of point a1 is solved, the angle θ1 can
be calculated according to the Pythagorean theorem as following
(Figure 9B)

θ1 � tan−1 xa1 × tan θ/xa( ). (16)
Finally, a new scanning angle η1 can be calculated by inputting

the parameters (xa1, ya1), θ1, f, dx, and dy into Formulas 3, 6,
and the measuring error thereby can be obtained as

Δη � η1 − η
∣∣∣∣ ∣∣∣∣. (17)

Measurement Error of Spin Rate
The frame rate and the time measurement error of the high-speed
camera, and contour extraction error, etc., may affect the spin rate
measuring accuracy. Among them, the frame rate is the major
influence factor. As shown in Figure 3, a frame should be
captured at position g where the axis of the projectile sg is
coincident with the y-axis of the image coordinate system in
theory, whereas, it may be missed because there is a time interval
between two frames. The maximum error is just a frame.
Therefore, the spin rate measurement error is

Δv � w − ρ × ω/ ρ − ω( )∣∣∣∣ ∣∣∣∣ � ω2/ ρ − ω( ), (18)

EXPERIMENT

Experiments were conducted in a laboratory to evaluate the
proposed method for image segmentation. The experimental
setup is illustrated in Figure 10. In the experiment, a terminal-
sensitive projectile was suspended in the air using a flexible rope that
passed over a pulley and rotated around a plumb axis. The projectile
maintained a steady spin at a rate of approximately 3.5 revolutions
per second. To ensure adequate illumination, a LED light source was
employed. For image recording, a high-speed CMOS camera,
specifically the MIKROTRON EoSens 3CXP as shown in Figure
11, was used. The camera has a maximum resolution of 1280 ×
1024 pixels, with a pixel size of 8 × 8 μm. The focal length of the
camera lens was set to 35 mm, and the camera operated at a frame
rate of 1,000 frames per second.

FIGURE 10 | Experiment setup used to test the attitude measurement
algorithm in laboratory.

FIGURE 11 | High-speed CMOS camera employed in the experiment.

FIGURE 12 | A frame of the rotating terminal-sensitive projectile.
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During the experiment, two lighting schemeswere tested to assess
their impact on the quality of the captured images. The first scheme
involved illuminating the main body of the terminal-sensitive
projectile, while the second scheme involved illuminating the
surrounding wall. The results showed that the latter scheme
produced images with clearer edges compared to the former,
which resulted in images with blurred edges. Therefore, the
lighting scheme that illuminated the wall was ultimately chosen
for further experimentation. The measurement process described in
Measurement Process section was followed during the experiment.
When the rotating terminal-sensitive projectile reached a steady
state, the camera recorded a total of 5,000 images over a duration of
5 s. Figure 12 displays a frame captured from the rotating terminal-
sensitive projectile, providing a visual representation of the captured
image. Additionally, Figure 13 showcases the extracted axis of the
main body of the terminal-sensitive projectile, which was obtained
through the image processing and segmentation techniques
discussed in the paper. These figures serve to illustrate the
effectiveness of the proposed method in capturing and extracting
relevant information from images of the rotating terminal-sensitive
projectile. The clear edges in the images obtained using the selected
lighting scheme contribute to accurate segmentation and subsequent
analysis of the terminal-sensitive projectile’s main body.

The measured scanning angles are depicted in Figure 14. The
minimum scanning angle recorded was 37.5°, the maximum scanning
angle was 39.2°, and the average scanning angle was 38.3°. The
measurement error associated with the scanning angle was found
to be less than 0.67°. Similarly, the measured spin rates are shown in
Figure 15. The minimum spin rate observed during the experiment
was 3.25 revolutions per second (r/s), the maximum spin rate was
3.35 r/s, and the average spin rate was 3.30 r/s. Themeasurement error
for the spin rate was determined to be less than 0.05 r/s. These
measurement results highlight the high accuracy achieved by the
novel algorithm proposed in the paper. The algorithm effectively
captures and analyzes the rotational motion of the terminal-sensitive
projectile, providing precisemeasurements of both the scanning angles
and spin rates. The lowmeasurement errors indicate the reliability and
robustness of the algorithm in accurately quantifying these parameters.

CONCLUSION

Optical measurement instruments/systems are widely used in
modern weapon test. They usually have higher accuracy than
other sensors in spin rate measurement, whereas lack of precision
in scanning angle measurement. In this paper, an optical attitude
measurement method for terminal sensitive projectile in vertical
wind tunnel test is presented in detail. The optical measurement
method is extremely simple since only one high-speed camera is
employed. However, both scanning angle and spin rate can be
measured accurately by using the novel method.

Compared with existing optical attitude measurement methods,
the contribution of the novel method can be analyzed in two aspects:
first, the mathematical model for calculating scanning angle of a
steady-state terminal sensitive projectile is derived, which makes it
possible to measure scanning angle from images recorded by only a
fixed camera; second, the algorithms of estimating scanning angle and
spin rate depend only on the line-segments of the perspective
cylinders in images are designed, which significantly improve the
measurement accuracy. The perspective cylinder, which is projection
of the terminal sensitive projectile on image plane, is generally consist
of two line-segments and two elliptic arcs. It is well known that the
ellipsefittingmay be inaccurate only rely on the contour points belong
to the elliptic arcs. Therefore, only line-segments are adopted to
compute both scanning angles and spin rate accurately.

FIGURE 13 | Fitting the axis of the main body of the terminal-sensitive
projectile.

FIGURE 14 | Scanning angle of the rotating terminal-sensitive projectile.

FIGURE 15 | Spin rate of the rotating terminal-sensitive projectile.
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The shortcoming of this paper is that the error of the focal
length f and the pixel sizes dx and dy are not considered. In fact,
the error of those parameters may produce considerable
measurement error. Hence, they should be calibrated in
advance in practical application.
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The state-space approach (SSA), traditionally utilized in modern control theory, has been
successfully adopted over the last three decades to investigate the mechanical behaviors of
complex structures composed of composite or smart materials. This is largely due to their
increasing application across various fields, including aerospace, civil and marine
engineering, and transportation vehicles. This paper provides a comprehensive review of
the establishment of state-space formulations for structures of typical configurations, such
as beams, plates, shells, and trusses, with a particular focus on their applications in the
mechanical analyses of various complex aerospace or smart structures using the transfer
matrix method. The paper first summarizes the three-dimensional SSAs applied to laminated
structureswithout any assumptions on physical fields. By employing structural theories such
as various beam, plate, and shell theories, simplified one-dimensional and two-dimensional
SSAs for laminated structures are developed. The paper then outlines the advances in
generating analytical solutions for the mechanical behaviors of laminated structures. For the
sake of completeness, the paper also provides an account of SSAs applied to complex
periodic structures, particularly in beam and truss forms. To overcome the limitations of
conventional SSAs related to structures with specialized geometric configuration or under
arbitrary boundary conditions, state-space based numerical methods have been proposed,
for example, the state-space based differential quadrature method and state-space based
finite-element method. The applications of these methods in the analyses of static and
dynamic responses of complex structures are extensively reviewed. It is observed that there
are still intriguing and potential research topics for the development of advanced SSAs with
enhanced versatility and the studies on practical complex structures used in modern
engineering, particularly in aerospace industry. Therefore, this review is expected to be
beneficial for researchers in the fields of analytical and numerical methods, composite
structures, aerospace, structural engineering, and more.

Keywords: state-space approach, complex structure, aerospace, structural theory, mechanical behavior, analytical
and numerical methods

INTRODUCTION

Composite materials typically consist of two or more distinct components, each possessing unique
mechanical, electric, magnetic, thermal, or chemical properties. As a result, structures composed of
these composite materials, such as laminated structures, often exhibit superior performance
characteristics compared to conventional structures made from homogeneous materials. These
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advantages include lightweight construction, high strength-to-weight
and stiffness-to-weight ratios, excellent tailoring properties, and high
resistant to corrosion and fatigue [1, 2]. Spacecraft and aircraft are
typical weight- and strength-sensitive structures. According to a
widely accepted rule of thumb, each pound of weight reduction in a
primary structure results in an indirect saving of another pound
elsewhere in the aircraft [3]. Today, structures composed of
composite materials are increasingly becoming a cornerstone in
modern aerospace and aviation industry [4, 5]. Moreover, these
complex structures are also finding broader applications in fields
such as mechanical and civil engineering, marine, transportation
vehicles [6, 7]. Consequently, the burgeoning industrial uses of
complex structures have spurred the development and innovation
of necessary analytical and numerical techniques for analyzing the
mechanical behaviors of these structures [8, 9].

Themechanics of three-dimensional (3D) continua are typically
governed by partial differential equations (PDEs), wherein all
physical fields, including the displacements, stresses, and strains,
are functions of the three spatial coordinate variables and/or the
time variable. Consequently, deriving exact analytical solutions for
3D elasticity structures can be challenging. To address this, various
structural theories such as rod, beam, plate, and shell theories have
been developed, introducing certain assumptions on physical fields
regarding their space distributions. These theories have been
widely used to study the mechanical behaviors of numerous
engineering structures composed of homogeneously isotropic,
transversely isotropic, or orthotropic materials. However, these
theories sometimes fall short or face significant limitations when
predicting the static and dynamic responses of structures
composed of composite or smart materials, especially accurate
distributions of displacements and stresses at interlayer interfaces.
This is due to factors such as strongmaterial anisotropy, multi-field
coupling, heterogeneity, and structural complexity. As a result,
conventional structural theories often lack the necessary generality
and accuracy when studying complex structures.

An alternative strategy involves seeking solutions for complex
structures directly based on analytical or numerical methods such as
finite element methods (FEMs), displacement and stress functions,
Taylor series expansions, and state-space approaches (SSAs), which
are the focus of this article. SSAs, traditionally used for modeling
control systems, describe the relationships between the output, input,
and the state of the system. These three variables are only functions of
the time. The state equation of the system is governed by first-order
ordinary differential equations (ODEs) with respect to the state and
input variables, and the output variables of the system can be fully
determined when the state variables are known. By using state-space
descriptions, the first-order ODEs of the system are transformed into
a matrix expression, thereby enabling efficient utilization of high-
performance computer facilities using engineering software such as
MATLAB and Mathematica. Furthermore, due to the matrix
expression of the system equation, the increase of state variables
does not increase the complexity of system descriptions. Thus, SSAs
offer better unity of expression and higher computational efficiency
than other methods for modeling control systems.

Unlike the first-order ODEs of control systems, the governing
equations of a 3D elastic body are PDEs with respect to the
selected physical fields such as displacements, stresses, or strains.

Therefore, the key to establishing the state-space formulations for
elasticity problems lies in selecting the appropriate state variables
and transforming the PDEs into a set of first-order ODEs. The
practical application of the SSA to elastic bodies dates back to the
study on vibrations of non-uniform beams by Thomson in
1950 [10]. By selecting the deflection, rotation, shear force,
and bending moment as the state variables, they reformulated
the governing equations, the fourth-order ODEs, of the beam
deflection as a set of first-order ODEs based on the beam theory.
For the non-uniform beam, the layerwise approximate technique
(LAT) was employed by them to divide the beam into many
segments such that the section of each segment could be treated as
constant. Based on state-space descriptions, the continuity
conditions at the interfaces and the boundary conditions at
the two ends of the beam can be easily expressed by the state
variables. Then a transfer relation between the state variables at
the two ends of every segment can be established, and a global
transfer matrix between the state variables at the two ends of the
beam can be finally derived by eliminating all interfacial
displacements and tractions based on interlayer continuity
conditions. With the increase of the number of the divided
segments, the approximate solutions obtained by the SSA
approach the exact solutions for free vibration of the non-
uniform beam. Evidently, in the SSA the dimensionality of the
global transfer matrix of laminated structures is independent of
the number and thickness of the layers, and thus the SSA is very
powerful and efficient for seeking exact solutions of laminated
structures no matter howmany layers there are. Furthermore, the
displacement and stress components at interlayer interfaces
predicted by the SSA are accurately continuous, which cannot
be realized by other numerical method like the FEM. Almost
simultaneously, Thomson [11] also demonstrated that the SSA
could be used for wave propagation analysis in an infinite
stratified solid medium. By selecting the particle velocity and
stresses as the state variables, the governing equations of the plane
wave propagation were transformed into a matrix form, i.e., the
state-space formulations for wave motions in a stratified medium.

Building on Thomson’s pioneer work and the increasing use of
laminated composite structures, there has been a significant
development and application of SSAs in fields such as
aerospace, geophysics [12], and structural and civil engineering
[6] since 1990s. The 3D state-space formulations for materials
with varying material symmetries and multi-field coupling
effects, such as transversely isotropic, spherically isotropic,
piezoelectric, and magneto-electro-thermo-elastic materials,
have all been established for the studies of structures of
different geometric configurations and with multi-field
couplings. Apart from the general 3D problems, since no
assumptions are adopted to simplify the physical fields for the
states of plane strain or plane stress, the SSAs applied to solve
plane-strain and plane-stress problems are also ascribed to the 3D
SSAs as special cases in this article. Leveraging sophisticated
structural theories, simplified one-dimensional (1D) and two-
dimensional (2D) SSAs have also been developed for the analyses
of laminated structures in beam, plate, and shell forms. The
mixed SSAs, integrating the transfer matrix method for state
vectors and theoretical or numerical methods, have been further
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developed to predict the mechanical behaviors of complex
periodic structures composed of beam or truss units. In
addition, various state-space based numerical methods,
combining the advantages of SSAs and the associated
numerical methods, have been proposed to solve more
practical structural problems or address numerical difficulties
associated with structures under arbitrary boundary conditions.
For instance, in the state-space based differential quadrature
method (SS-DQM), the DQM helps to overcome the
limitations associated with conventional SSAs for plates and
shells with arbitrary boundary conditions, while still retaining
the feature of the SSA that the displacement and stress
components are accurately continuous at interlayer interfaces.
This feature is also inherited by the state-space based finite
element method (SS-FEM), making the number of the
unknow functions and unknow node variables independent of
the layer number of laminated structures, which gives the SS-
FEM an edge over conventional FEMs. Other specialized state-
space based numerical methods, including the state-space based
finite difference method (SS-FDM), state-space based boundary
element method (SS-BEM), etc., have also been proposed to deal
with structures with certain geometric configurations or to
improve the computational efficiency. The overall structural
diagram of SSAs applied to complex structures is illustrated in
Figure 1.

This review aims to highlight the advances of SSAs to
structures of typical configurations and their applications in
the analyses of mechanical behaviors of complex structures
composed of composite or smart materials. We first focus on
the 3D SSAs for laminated structures of beam, plate, and shell
configurations, in which no assumptions of physical fields are
adopted. When structural theories, such as beam, plate, and shell
theories, are employed, we present the establishment of 1D and
2D state-space formulations and their extensive applications in
the mechanical analyses of laminated structures. We then provide
an account of the applications of SSAs in studies on complex
periodic structures composed of beam and truss units. The final
focus of this article is the advances of state-space based numerical
methods and their applications in static and dynamic analyses of
complex structures. This review is intended to be beneficial for
future studies on advanced SSAs and mechanical behaviors of

practical complex structures in various fields, particularly for
aeronautical, marine, civil, and transportation applications.

3D STATE-SPACE APPROACHES TO
LAMINATED STRUCTURES

As previously mentioned, laminated structures have been found
extensive applications in fields such as aerospace, aviation,
structural engineering, and marine. Despite the flexibility
offered by material and structural design and the ability to be
composed of numerous layers for carrying large loads, laminated
structures often grapple with issues such as the ply delamination
and shear destruction due to the low ratio of transverse shear
modulus to in-plane modulus. Since 1950s, 3D SSAs, which do
not introduce any assumptions on physical fields, have been
widely adopted to accurately predict mechanical behaviors of
laminated structures. These approaches also provide useful
benchmark results for comparing and clarifying various
simplified theories or numerical methods. In this section, we
will review the advances of 3D SSAs and their applications in
analyzing static and dynamic responses of laminated structures of
beam, plate, and shell configurations, as summarized in Table 1.

Laminated Beams
Beams, often utilized to represent slender structures with a length
significantly greater than their cross-sectional dimensions, are a
fundamental component in aeronautical applications. These
applications include, but are not limited to, fuselage air wings,
helicopter rotor blades, and turbine rotor blades. Laminated
beams, in particular, are of paramount importance. This
section reviews the research on 3D SSAs for beam
configuration as well as their application in the accurate 3D
analyses of both static and dynamic responses of laminated
beams.

The SSA to elasticity, initially proposed by Bahar for the
analysis of 2D plane stress problem in linear elasticity [13],
has proven to be a potent and effective tool for deriving exact
solutions of elasticity. Utilizing the state-space formulations
established for plane-stress problem, Chen et al. [14] presented
an exact solution for simply-supported cross-ply laminated

FIGURE 1 | Overall structural diagram of state-space approaches applied to complex structures.
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beams with interlaminar bonding imperfections, described by a
spring-layer model, as shown in Figure 2A. It can be seen from
Figure 2B that the transverse shear stress τxz predicted by the 3D
SSA for R = 0 was accurately continuous at the interfaces and the
imperfect bonding significantly changed its distribution along the
thickness direction. Moreover, numerical results indicated that an
increase in the imperfection bonding parameter could lead to an
increase in deflection and a decrease in the natural frequency,
suggesting that interfacial imperfections result in a decrease in the
effective stiffness of the laminated beam. The solutions obtained
can serve as a valuable benchmark for simplified beam theories or
numerical methods proposed for imperfect laminated beams.
Chen et al. [6] also employed the SSA to analyze the static
responses of laminated composite beam with partial shear
interaction, a common structure in civil engineering, subjected
to a combination of an arbitrary transverse load and a constant

TABLE 1 | Application of 3D state-space approaches in the mechanical behavior
analyses of complex structures of different configurations.

Configuration Mechanical behavior Reference

Beam Bending and vibration [14–16]
Beam Bending [6, 17–22]
Beam Vibration [23]
Plate Bending and vibration [24–29]
Plate Bending [30–48]
Plate Vibration [49–54]
Cylindrical shell Bending, vibration, buckling [55–57]
Cylindrical shell Bending, vibration [58–60]
Cylindrical shell Bending [61]
Cylindrical shell Vibration [62–68]
Cylindrical shell Buckling [69]
Cylindrical shell Wave [70–72]
Spherical shell Bending [73, 74]
Spherical shell Vibration [75–77]

FIGURE 2 | Laminated structures of beam, plate, and shell configurations and their shear stress field predicted by the 3D state-space approach: (A) laminated
beam with bonding imperfection [14]; (B) the distribution of transverse shear stress τxz of laminated beam in (A) along the thickness direction under different imperfect
bonding parameter R; (C) imperfect laminated plate in cylindrical bending with surface piezoelectric layer [29]; (D) the distribution of transverse shear stress τxz of
laminated plate in (C) along the thickness direction under different imperfect bonding parameter R; (E) laminated cylindrical panel with bonding imperfection [60]; (F)
the distribution of shear stress τrz of laminated panel in (E) along the thickness direction under different imperfect bonding parameter R (Reproduced with permission
from Chen et al. [14], copyright 2003 by AIAA; reproduced with permission from Chen et al. [29], copyright 2004 by Elsevier; reproduced with permission from Cai et al.
[60], copyright 2004 by Elsevier).
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axial force. To account for the interfacial slip, a non-continuous
model of slip stiffness along the interface was integrated into the
SSA. Numerical results suggested that the non-uniformity of the
slip stiffness significantly influences the critical axial load and
interactions of the composite beam. Furthermore, Xu and Wu
[17] developed a new plane stress model of partial interaction
composite beam with interlayer slips based on the SSA and
presented analytical solutions for static responses of simply-
supported beams. It was found that the 2D model predicts
deflections more accurately than the 1D theory, which neglects
the shear deformation of the beam. Additionally, the rigidity of
the shear connectors for partial interaction has a substantial effect
on the flexural stiffness of composite beams. Subsequently, they
conducted an analytical study of composite beams strengthened
by externally and adhesively bonded reinforcements, such as
fiber-reinforced polymer (FRP) or steel with variable cross-
sectional properties [18]. The interfacial shear stress and axial
force in external reinforcement were particularly investigated,
and it was found that the bonded FRP with tapered ends and the
ways of tapering the FRP significantly alter the magnitude and
distribution of the shear stress at the interfaces. The developed
method provided an efficient tool for analyses of the debonding
problem and design of external reinforcement of composite
beams. Ying et al. [15] applied the SSA to study static bending
and free vibration of functionally graded material (FGM) beams
resting on a Winkler-Pasternak elastic foundation based on 2D
plane-stress theory of elasticity. They found that the gradient
index, aspect ratio, and foundation parameter significantly
influence the deformation and natural frequencies of such an
FGM beam, and these exact solutions could serve as a benchmark
for the future studies on FGM beams resting on elastic
foundations.

Unlike conventional laminated structures composed of elastic
materials, smart structures, which integrate host laminated
structures with smart components such as piezoelectric
actuators and sensors, can react to environmental changes
through actuating, sensing, and control [78–80]. By utilizing
the SSA and the LAT, Bian et al. [16] conducted an exact
analysis of the static and dynamic responses of simply-
supported FGM beams integrated with surface piezoelectric
actuator and sensor. The influence of the bonding adhesives
between the host beam and piezoelectric actuator and sensor
layers on the displacements, stresses, and natural frequency was
systematically examined. The results demonstrated that imperfect
bonding reduces the global stiffness of the entire beam structure,
as evidenced by the increase in deflection and the decrease in
natural frequency. Yan et al. [19] explored the time-dependent
responses of this smart structure with viscoelastic interfaces,
described by the Kelvin-Voigt viscoelastic model, by using the
SSA and power series expansion. They discovered that the
viscoelastic interfaces also contribute to the reduction of the
effective stiffness of the entire structure, and the developed
method can be applied for damage analyses in health
monitoring of aeronautical and engineering structures.
Furthermore, Yan et al. [23] investigated the dynamic
responses of a simply-supported laminated beam bonded or
embedded with piezoelectric layers based on the SSA. The

electromechanical impedance (EMI) technique was employed
to monitor interfacial defects, described by a linear spring-like
model, in the laminated beam. Numerical results revealed that the
output electric signal is sensitive to the bonding condition
between the piezoelectric layer and the host beam, suggesting
that monitoring the EMI can be used to conveniently detect the
interfacial defects. In addition, Alibeigloo [20] provided the
analytical solutions for simply-supported FGM beams
integrated with piezoelectric actuator and sensor under an
external electric load and thermo-mechanical load, based on
the state-space formulations and Fourier series expansion.
They found that the effect of thermal load on mechanical
behaviors is greater than that of mechanical load, and the
effect of applied voltage is strongly dependent on the length-
to-thickness ratio. Using the SSA and Fourier series expansion,
Qian et al. [21, 22] proposed an exact analytical method to predict
thermal responses of simply-supported and clamped laminated
beams subjected to non-uniform temperature boundary
conditions. For the clamped support, an equivalent model was
introduced to convert the clamped support to a simple support.
Numerical simulations indicated that the surface temperature,
length-to-thickness ratio, material properties, and the layer
number of laminated beam significantly affect the distributions
of the temperature, displacements, and stresses. Moreover, the
comparison of the results with those from the FEM verified the
accuracy and effectiveness of the proposed method.

Laminated Plates
Compared to beam configuration, the mechanical behaviors of
laminated plate structures have garnered more attention from
researchers. Since 1969, a variety of exact solutions for laminated
composite plates have been derived using Pagano’s approach
[81–88]. However, this method necessitates the discussion of
different eigenvalue cases to obtain the real solutions of the
governing equations. In contrast to Pagano’s approach, the
SSA offers a uniform matrix expression and serves as a
powerful and efficient tool for exact analyses of laminated
plates, given that the number of the undetermined constants is
independent of the number of structural layers. This subsection
summarizes the applications of 3D SSAs in the studies on the
mechanical behaviors of laminated plates.

Fan and Ye [30] utilized the 3D theory of elasticity to derive
the state equations of an orthotropic elastic body and then
presented a series solution of a simply-supported rectangular
plate under various mechanical loads. Their numerical results
indicated significant deviations between existing plate theories,
such as Reissner’s and Ambartsumyan’s theories, and their exact
results. Subsequently, they presented exact solutions for the static
and dynamic responses of three-ply orthotropic thick plates with
simply-supported edges [24]. Numerical simulations
demonstrated that the SSA surpasses the conventional
displacement method of elasticity for laminated plates, as the
latter increases the number of equations and unknown constants
with the increase of the plies. They also established the state-space
formulations for the exact analyses of the axisymmetric free
vibrations of transversely isotropic three-ply circular plates
with simply-supported and clamped edges [49]. Comparisons
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with the Reissner and Mindlin theories revealed the insufficient
accuracy of the existing plate theories. Zenkour [31] introduced
an exact and unified tool for the symmetric and antisymmetric
analyses of rectangular laminated plates subjected to sinusoidally/
uniformly distributed loads based on the SSA. The results were
compared with those in Refs [82, 84], demonstrating the
computational efficiency and accuracy of the SSA. Qing et al.
[50] presented a new solution governed by the state-space
formulations for the dynamic analyses of 3D elastic laminated
plates with damping effect, using the precise integration method
and Muller method. They examined the effects of damping
parameters on natural frequency, harmonic vibration, and
complex frequency response, which showed the predictive
capability of their approach.

In contrast to the perfect bonding in the aforementioned
works, Chen et al. [25] investigated the influence of
interlaminar bonding imperfections, described by a linear
spring layer model, on the bending and free vibration of a
simply-supported cross-ply laminated rectangular plate using
the SSA. Their numerical results were compared with those
predicted by the plate theory developed in Cheng et al. [89],
indicating that the approximate theory performs well for
moderately thick laminates with perfect bonding, but is
inaccurate for imperfect bonding. Chen et al. [32, 33] then use
the SSA to analyze the bending of a simply-supported angle-ply
laminated plate and a thick orthotropic laminate with viscous
interfaces under static load, respectively. They found that the
static response of the laminate is highly sensitive to the presence
of viscous interfaces. They also investigated the cylindrical
bending and free vibration of a simply-supported angle-ply
laminate with interfacial damage, described by the general
spring-layer model, using the SSA [26]. Numerical results
suggested that the deformation and frequency’s sensitivity to
interfacial damage could be used in nondestructive testing of
structural damage. Qing et al. [34] used the SSA along with
interfacial spring-layer model to study the energy release ratio of
stiffened laminates with a planar delamination. They discussed
the effect of the stiffeners on the distribution of the energy release
modes, and the results revealed that their approach is a powerful
and accurate alternative for solving the multiple delamination
problems of laminated structures.

In addition to the previously mentioned studies on laminated
plates composed of elastic materials, a series of theoretical
research have been conducted on the mechanical behaviors of
smart laminated plate structures. These structures combine host
laminated plates with intelligent material layers to modify the
structural responses through sensing, actuation, and control. For
instance, Xu et al. [35] utilized the 3D SSA and Fourier series
expansion to examine the coupled thermo-electro-elastic
response of a smart laminated plate composed of fiber-
reinforced cross-ply and piezo-thermo-elastic layers. They
computed the sensitivity of the static response to variations in
the mechanical, thermal, and piezoelectric material constants of
the plate. Their results could serve as a benchmark for evaluating
the accuracy and validity range of 2D models for such smart
hybrid plates. Subsequently, they presented 3D analytical
solutions for the free vibrations of laminated plates composed

of the fiber-reinforced cross-ply and piezo-thermo-elastic layers,
with initial stresses generated by either a temperature change or
an electric load [51]. They obtained the frequency sensitivity to
variations of various material constants and established a simple
approximate formula for the sensitivity coefficients. This
provided insight into the frequency dependence of initially
stressed laminates on initial temperature, electric load, and
geometric and material parameters. Lee and Jiang [36] first
derived the state-space formulations for a 3D piezoelectric
laminate of 6 mm material symmetry and performed an exact
analysis of the coupled electroelastic behaviors of a simply-
supported rectangular piezoelectric laminated plate subjected
to a mechanical or electric load. The established state-space
equations provided a useful means for the future studies on
piezoelectric laminated plates with general interlayer
(imperfect contact) or boundary conditions (bonded with
foundations). Cheng and Batra [37] proposed an asymptotic
expansion method to reduce the 3D equations to a hierarchy
of 2D equations and used the SSA to investigate the deformations
of multiple-electroded piezoelectric laminates subjected to
surface tractions and surface and internal electric potentials.
Numerical results showed excellent agreement with available
exact solutions and demonstrated the errors of existing 2D
piezoelectric plate models. Benjeddou and Deu [90] proposed
a mixed SSA that retained the standard state displacement and
transverse stress augmented with the electric potential and
electric displacement to deal with the closed and open electric
boundary condition. Its application to the exact analysis of
transverse shear actuation and sensing of simply-supported
three-layered plates with a piezoceramic core was then
performed [38]. The influences of the plate aspect ratio,
mechanical and electric excitation amplitudes, and the position
and thickness of piezoceramic core on the static responses of the
smart laminated plate were examined. The results were useful for
comparison with approximate theories and numerical solutions.
Vel and Batra [39] presented an exact 3D state-space solutions for
the static cylindrical bending of simply-supported laminated
plates embedded with shear mode piezoelectric actuators and
subjected to mechanical and electric loads on the upper and lower
surfaces. They then performed an exact analysis of the 3D
deformations of such a smart laminated plate under
mechanical and electric loads [40]. The exact displacement
and stress solutions for different plate aspect ratios were
compared with those obtained by the first-order shear
deformation theory (FSDT). They found that the deviation
between the FSDT and the exact solutions increases as the
plate aspect ratio decreases. Additionally, Chen et al. [52]
derived the state-space equations for free vibrations of
transversely isotropic piezoelectric bodies, and numerical
results illustrated that the results by 2D plate theory deviate
from their exact solutions. Ding et al. [41] derived the
axisymmetric state-space formulations of piezoelectric
laminated circular plates based on 3D theory of
piezoelectricity and the finite Hankle transform. They obtained
the exact solutions for the rigidly-slipping support and elastically-
simple support, which exhibited good agreements with those
from the FEM. Following this, Ding et al. [53] established new
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state-space formulations with lower orders for transversely
isotropic piezoelectricity by introducing two displacement
functions and two stress functions. They then investigated the
free vibration of a simply-supported rectangular piezoelectric
laminated plate. The exact results obtained could serve as a
benchmark for evaluating 2D approximate plate theories and
numerical methods. Utilizing the Hankel transform, Wang [42]
transformed the state-space formulation for the non-
axisymmetric space problem of transversely isotropic
piezoelectric media in cylindrical coordinate. They then
presented the analytical solution of a semi-infinite piezoelectric
medium based on the transfer matrix method. Subsequently,
Wang et al. [43–45] similarly established the state-space
formulations for axisymmetric problems of transversely
isotropic piezoelectric media using the Hankel transform and
transfer matrix method. Simulation results demonstrated that
their novel approaches have higher computational efficiency than
the classical displacement method and could be used to derive
solutions for more complicated loads and boundary conditions.
Qing et al. [54] established a state-space formulation for dynamic
problems of simply-supported rectangular piezoelectric
laminated plates, taking into consideration the transverse shear
deformation and rotary inertia of laminate. This was based on the
inversion of Laplace transform and modified mixed variational
principle. Its application to the analysis of harmonic vibration
and transient response of the laminate was presented to
demonstrate its accuracy. The results can serve as benchmarks
for testing thick plate theories and novel numerical methods.
Using the SSA and recursive solution approach, Sheng et al. [46]
presented an exact solution for thick orthotropic and piezoelectric
laminated plates with clamped and electric open-circuited
boundary conditions. The results, which agreed well with
those of existing analytical solutions and finite element
models, verified the effectiveness of the method. In contrast to
the existing works on FGMs with a certain exponential law for the
variations of physical fields along the thickness direction, Lezgy-
Nazargah [47] performed an exact analysis of cylindrical bending
of FGM piezoelectric laminates with arbitrary gradient
compositions based on the SSA. The exact solutions, which
exhibited excellent agreement with the published results, could
be used to assess the accuracy of approximate plate theories and
numerical methods.

In addition, Chen et al. [27–29] conducted a series of research
on the effect of imperfect bonding on the mechanical behaviors of
smart laminated plates, akin to previous research on composite
laminates composed of elastic materials. Chen et al. [27, 28]
developed 3D state-space formulations to investigate the bending
and free vibration of simply-supported orthotropic and angle-ply
piezoelectric rectangular laminates. These laminates had
interlaminar bonding imperfections, which were modeled
using a general spring layer. Concurrently, they explored the
cylindrical bending and free vibration of simply-supported
adaptive angle-ply laminates, which were bonded with surface
piezoelectric actuator and sensor layers [29], as shown in
Figure 2C. The interfaces between the host elastic laminate
and piezoelectric layers were perfect, but the interlaminar
bonding of the host laminate was imperfect. Figure 2D

illustrated that the transverse shear stress τxz predicted by 3D
SSA is exactly continuous at interlayer interfaces for R = 0 and the
imperfect bonding parameter R has a substantial effect on the
distribution of shear stress field along the thickness direction. The
precise solutions, grounded in 3D exact theories of elasticity and
piezoelectricity, are instrumental in the development and
validation of 2D approximate theories and numerical methods.
Wang et al. [48] formulated state-space equations for 3D,
orthotropic, and linearly magneto-electro-elastic media and
investigated the static deformations of a simply-supported
laminated rectangular plate under mechanical and electric
load. The numerical results were compared with those by Pan
[91] to validate the SSA. This approach could be extended for
analyses of such smart composite plates with general interlayer
and boundary conditions.

Laminated Shells
Shells represent a common class of contemporary structures, with
laminated shells offering the benefits of light weight, high
strength, and excellent design flexibility in structural
configurations. These structures have been extensively
employed in critical components across modern aeronautical,
aerospace, and transportation industries, including aircraft
cabins, radome, rocket adapter, satellite central cylinder,
missile fairings, and more. The application of state-space
technique in exact analyses of cylindrical shell structure was
realized by Soldatos and Hadjigeorgiou [62, 63] using a
proposed successive approximation method. They segmented
the cylindrical shell into numerous successive and coaxial sub-
shells and transformed the Navier-type governing equation of 3D
linear elasticity into a set of simpler differential equations for thin
shells, based on power series expansion. Subsequently, they
derived the state equation and obtained the exact solutions for
the free vibration of simply-support homogeneous isotropic
cylindrical shells. As the layer number of sub-shells increases,
the solutions based on successive approximate method converge
towards the exact solutions to the free vibration problems of the
shell structure. This successive approximation method paves the
way for exact analyses of laminated shells using the SSA. This
subsection reviews the relevant research on the static and
dynamic responses of 3D laminated shells and panels based
on SSAs.

Utilizing the successive approximation method, Hawkes and
Soldatos [64] conducted an exact analysis of longitudinal
vibrations of homogeneously orthotropic and cross-ply
laminated hollow cylinders. Numerical results validated the
efficiency and rapid convergence of this approach for
addressing vibration responses in laminated shell structures.
Soldatos and Ye [55] further examined 3D static, dynamic,
thermoelastic, and buckling behaviors of simply-supported
homogeneous and cross-ply laminated hollow cylinders and
cylindrical panels using successive approximation method. In-
depth studies of 3D flexural vibrations [65], stress and
displacement distributions [61], and buckling behaviors [69] of
laminated hollow cylinders and open cylindrical panels of
symmetric and antisymmetric cross-ply were carried out by
them. They used the successive approximation method in
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conjunction with transfer matrix method, which consistently
resulted in the solutions of a sixth-order system of algebraic
equations, irrespective of the layer number of the structures under
consideration.

Fan and Zhang [58] derived the state equations for orthotropic
and doubly curved shells and presented the analytical solutions
for static and dynamic responses under simply-supported
boundary conditions. This was based on the Cayley-Hamilton
method and the SSA. Numerical results indicated that the method
can be used to study laminated shell structures with arbitrary
thickness. It also has the advantage that the scale of the final
algebraic equations is independent of the layer number of the
structure. Ding et al. [56, 57] performed the exact analyses of
axisymmetric deformation, vibration, and buckling behaviors of
simply-supported thick laminated closed cylindrical shells using
the SSA. Simulation results demonstrated the efficiency and rapid
convergence of this method. By introducing the Hellinger-
Reissner variational principle and auxiliary function at the
lateral boundary, Ding and Tang [66] employed this method
to investigate the 3D free vibration of thick laminated cylindrical
shells with two clamped edges. The results were in good
agreement with those by the FEM, indicating the accuracy of
the developed method for analyses of laminated shells with
complex boundary conditions. Chen et al. [67] established the
state-space formulations for generally anisotropic materials with
thermal effect and carried out a 3D vibration analysis of fluid-
filled orthotropic FGM cylindrical shells under simply-supported
boundary conditions using the SSA. The effects of geometric
sizes, material gradient index, and fluid contact on natural
frequencies were examined. Numerical results revealed that the
natural frequencies predicted by the SSA agree well with the exact
solution in [92], validating the effectiveness and accuracy of the
present method. Moreover, the fluid contact and the decrease of
material gradient index lower natural frequencies, and these
relationships are significantly dependent on the thickness of
cylindrical shells. Chen et al. [59, 60] carried out the bending
and vibration analyses of simply-supported cross-ply and angle-
ply laminated cylindrical panels with weak interfaces as shown in
Figure 2E, described by the spring-layer model, using the SSA in
conjunction with the LAT. It was found that the imperfect
bonding significantly influenced the distribution of the
physical fields, such as the shear stresses in Figure 2F, along
the thickness direction of laminated shell. Numerical comparison
showed that the SSA along with the LAT can be used for the exact
prediction of interface damage in laminated panels through
natural frequencies in health diagnosis of structures. Moreover,
the existing shell theories derived for perfect laminated structures
were no longer suitable for effective analyses of laminated
structures with imperfect interfaces. In addition, Talebitooti
et al. [70] presented 3D analytical solutions for wave
propagation in simply-supported orthotropic cylindrical shells
with arbitrary thickness subjected to subsonic external flow
pressure using the SSA along with the LAT. The sound
transmission loss (TL) of a thick-walled cylindrical shell at
oblique incidence was calculated. It was found that for thick-
walled shells and the plane wave in high frequencies, the
significant difference of the obtained TL from the 3D

analytical method and conventional shell theories can be
observed due to the shear and rotation effects. Thus, the 3D
analytical solutions predicted by the developed method could be a
benchmark for validating the approximate shell theories when
modeling waves propagating in thick laminated shells.

In addition to the aforementioned cylindrical shell structures,
laminated spherical shells have also found extensive applications
in aerospace, structural engineering, and geophysics [93–96]. By
introducing several displacement and stress functions, Chen and
Ding [73] established the state-space formulations of spherically
isotropic elastic body. Then they presented the exact solutions for
static deformations of a three-layered spherical shell subjected to
distributed uniform pressure. They further employed this method
to study the free vibration of multi-layered spherically isotropic
hollow spheres [75]. The frequencies of vibration modes of
different orders obtained through this method are in good
agreement with the results predicted by conventional 3D
method. These results underscored the accuracy and
effectiveness of the SSA, particularly when dealing with
spherical shell structures with multiple layers. These exact
solutions also serve as a benchmark for validating approximate
shell theories and numerical methods. Similarly, by introducing
displacement and stress functions, two separated state-space
formulations of a spherically isotropic piezoelectric body were
derived by Chen et al. [74]. They then performed an exact static
analysis of a laminated, spherically isotropic, and piezoelectric
hollow sphere. The results obtained are in excellent agreement
with the exact solutions provided by Heyliger and Wu [97],
indicating that the method offers an efficient and powerful tool
for 3D exact analyses of laminated piezoelectric spherical shells.
Subsequently, Chen et al. [76] employed this SSA to study the free
vibrations of FGM piezoceramic hollow spheres with radial
polarization, based on the LAT. They found that the
piezoelectric effect and material gradient index have significant
influences on natural frequencies. Furthermore, the SSA in
conjunction with the LAT could be applied to the 3D exact
analysis of arbitrary nonhomogeneous spherical shell structures.

In recent years, dielectric elastomers (DEs), characterized by
their electromechanical coupling and large deformation
capability, have garnered increasing interest from researchers.
These materials are being explored for the development of soft,
lightweight, and small-scale actuators, sensors, transducers, and
soft robotics [98, 99]. Efforts have been made to study vibration
and wave behaviors in nonhomogeneous or laminated DE shells
using the state-of-the-art SSAs. For instance, Zhu et al. [68]
utilized the SSA in conjunction with the LAT to conduct an exact
analysis of axisymmetric torsional and longitudinal vibration in
an incompressible DE cylindrical shell. The shell was subjected
to axial pre-stretch and inhomogeneous electric biasing fields
induced by the radial voltage. It was found that the natural
frequencies of the DE cylindrical shells predicted by the SSA are
in good agreement with those from the exact solutions for
different axial mode numbers. Wu et al. [71] investigated the
guided circumferential shear-horizontal (SH) -type and Lamb-
type waves in an incompressible DE cylindrical shell subjected to
inhomogeneous biasing fields based on the SSA along with the
LAT. Numerical results demonstrated the accuracy and
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efficiency of the SSA for analyses of wave propagations in
inhomogeneous shell structures. The study also found that the
propagation properties of two types of guided circumferential
waves are significantly dependent on the biasing fields and
geometric sizes. Subsequently, they further employed this
method to analyze the axisymmetric torsional and
longitudinal waves propagating in an FGM DE cylindrical
shell under the complex loads of axial pre-stretch, radial
pressure, and radial electric voltage [72]. Simulation results
indicated that the pre-stretch, radial pressure difference, and
electric load can be utilized to steer the propagation behaviors
(e.g., frequency and wave velocity) of the axisymmetric guided
waves in the FGM DE cylindrical shells. The material gradient
index has a significant influence on the tunable capacity of these
external loads. Additionally, Mao et al. [77] performed the 3D
torsional and spheroidal vibration analyses of an incompressible
DE spherical shells subjected to inhomogeneous biasing field
induced by radial electric voltage and radial pressure difference.
This work was also based on the SSA in conjunction with the
LAT. Numerical results illustrated that the SSA is also suitable
for vibration prediction of DE spherical shells with high
accuracy. Furthermore, it was found that the natural
frequencies of various vibration modes in DE spherical shell
can be flexibly tuned by adjusting the external electric voltage
and internal pressure.

SIMPLIFIED STATE-SPACE APPROACHES
TO LAMINATED STRUCTURES

Drawing upon structural theories such as beam, plate, and shell
theories, a variety of simplified state-space formulations have been
developed. These formulations, tailored to specific structural
configuration, have been extensively utilized to investigate the
mechanical behaviors of laminated structures based on the
transfer matrix method. This section provides a comprehensive
review of the evolution of these simplified SSAs with reduced
dimensions. Furthermore, it highlights the progress made in the
corresponding applications to the analyses of static and dynamic
responses of laminated structures in beam, plate, and shell
configurations. A summary of these developments is provided
in Table 2.

Laminated Beams
As early in 1950, Thomson [10] pioneered the establishment of
state-space formulations for the depiction of beam bending,
utilizing the simplified beam theory. This was followed by a free
vibration analysis of a non-uniform beam, employing the LAT and
transfer matrix method. After nearly four decades of gradual
development, the SSAs have regained significant attention from
the research community, spurred by the rapid emergence and
widespread application of laminated composite structures.

Khdeir and Reddy [100, 101] presented analytical solutions for
the buckling and free vibration of cross-ply laminated beam with
arbitrary boundary conditions. These solutions were derived
using the SSA in conjunction with the refined beam theories.
Numerical results revealed that the discrepancies among different

shear deformation theories are significantly less than that
between any of them and the Euler-Bernoulli beam theory.
Moreover, as the length-to-thickness ratio increased, the
difference in critical buckling loads and natural frequencies
between shear deformation theories and Euler-Bernoulli theory
diminishes. Subsequently, Khdeir [103] presented an analytical
solution for the transient response of antisymmetric cross-ply
laminated beams with generalized boundary conditions and
under arbitrary loads. This was achieved by using the classical,
first-, and third-order shear deformation beam theories in
tandem with the SSA. The study concluded that the results
predicted by the high-order theory of Reddy (HOBT) and
Timoshenko shear deformation beam theory are more
accurate than those predicted by the Euler-Bernoulli theory for
thick beams. Furthermore, Khdeir and Reddy [105] developed the
analytical solutions for the bending of symmetric and
antisymmetric cross-ply laminated beams with arbitrary
boundary conditions and subjected to arbitrary loads. They
found that the shear deformation, orthotropic ratio, symmetry
of cross-ply, and boundary conditions significantly influence the
deflection of laminated beams. They also employed this method
to analyze the thermoelastic response of symmetric and
antisymmetric cross-ply laminated beam under arbitrary
boundary conditions and subjected to general temperature
fields [106]. The study concluded that the effect of
temperature fields on the deflection of composite beam is
significantly dependent on layer number, shear deformation,
cross-ply symmetry, and boundary conditions. The thermal
buckling of cross-ply laminated beams subjected to uniform
temperature distribution was also investigated by them [107]
using the refined beam theories in conjunction with the SSA. The
effects of length-to-thickness ratio, modulus ratio, thermal
expansion coefficients, boundary conditions, and layer number
on the critical buckling temperature were systematically
discussed. In addition, Srinivasan et al. [115] developed a
unified SSA based on different HOBTs taking both normal
strains and shear deformation effects into consideration. They
then presented analytical solutions for laminated composite
beams subjected to transverse loads and under various
boundary conditions. In the four HOBTs, shear deformation
was described by four warping functions corresponding to
exponential, hyperbolic, trigonometric, and parabolic
functions. Comparative studies revealed that the models
associated with the exponential and hyperbolic functions yield
accurate and identical results in all studies. Ramaprasad et al.
[116] established a unified state-space coupled field formulation
for generating analytical solutions for thin-walled composite
open section beams, which are extensively used in aerospace.
All non-classical effects such as torsional warping, warping shear,
material coupling, and shear deformation were taken into
consideration. The results for arbitrarily laminated non-
symmetric composite channel and I-section beams subjected
to bending and torsional loads showed excellent agreement
with the reported results in Ref. [140], validating the efficiency
and accuracy of the proposed method.

Considerable research has been conducted to investigate the
mechanical behaviors of smart beam systems, utilizing simplified
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beam theories and the SSA. For instance, Pota and Alberts [110],
building on the Euler-Bernoulli beam theory, developed an SSA
for the free vibration analysis of a slewing beam system. This
system was bonded with piezoelectric sensors and actuators,
which were applied by an external voltage. For the special case
where the hinged end of the structure was clamped, the results
obtained agree with those presented in Ref. [141]. Based on the
first-order beam theory (FOBT) and HOBT, Aldraihem and
Khdeir [108] presented analytical solutions for the bending of
beams bonded with thickness-shear and extension piezoelectric
actuators under various boundary conditions using the SSA. They
found that the operation modes of the piezoelectric actuator
could result in significant difference between the deflections
predicted from the FOBT and HOBT. Built upon the zig-zag
beam theory in conjunction with the SSA, they also presented
analytical solutions for the free vibration of soft-core sandwich
beams with arbitrary boundary conditions [114]. The obtained
results indicated that the support conditions have significant
influences on the relationship between resonant frequency and
length-to-thickness ratio. The comparison between the obtained
results and the existing experimental, analytical, and numerical
results in the literature showed that the zig-zag beam model
provides accurate natural frequencies for sandwich beam with a
soft core. These results also serve as useful benchmarks for
approximate solutions from numerical methods like Rayleigh-
Ritz method, FEM, etc. Furthermore, based on the Euler-
Bernoulli beam theory, Palmeri and Adhikari [111] developed
a Galerkin-type SSA for the transverse vibrations of slender
double-beam system with a viscoelastic inner layer, described
by standard linear solid model. Numerical results demonstrated
the validity and accuracy of the proposed method in both

frequency- and time-domain analyses. Subsequently, using this
Galerkin-type analytical model, Palmeri and Ntotsios [112]
investigated transverse vibrations of viscoelastic sandwich
beams under different boundary conditions as shown in
Figure 3A. It was found that the viscoelasticity significantly
affect the frequencies and transverse mode shapes of the
sandwich beams (see Figures 3B, C), and the numerical
results verified the accuracy and versatility of the proposed
method. Li et al. [113] also proposed a novel SSA for the
transverse vibration analysis of a double-beam system. They
introduced a mode-shape constant to the state space in the
modeling framework to improve the computational accuracy
and efficiency. Moreover, Sahmani and Ansari [109]
investigated the buckling behaviors of nanobeams under
various boundary conditions by utilizing nonlocal continuum
beam models of different beam theories, including the CBT,
FOBT, and Levinson beam theory (LBT), in conjunction with
the SSA. The results obtained from the developed nonlocal beam
model match those from the molecular dynamic simulation given
by Ansari et al. [142], helping to predict the appropriate value of
nonlocal parameter. It was also found that the nonlocal beam
model and boundary conditions significantly influence the
predicted value of nonlocal parameters. Additionally, Fazeli
et al. [117] performed free and forced vibration analyses of
smart orthotropic cross-ply laminated stepped beams
integrated with a piezoelectric actuator, using the SSA based
on the FOBT. The obtained natural frequency for piezoelectric
sinusoidal excitation was compared with those from FEM and
experimental study. It was found that the analytical method
provides an efficient tool to predict the vibration behaviors of
smart stepped laminated beam with high accuracy.

TABLE 2 | Summary of simplified state-space approaches based on structural theories and their applications in the mechanical analyses of complex structures in beam,
plate, and shell configurations.

Configuration Structural theory Mechanical behavior Reference

Beam CBT, FOBT HOBT Static and dynamic responses [100–102]
Beam CBT, FOBT, HOBT Dynamic response [103, 104]
Beam CBT, FOBT, HOBT Static response [105–109]
Beam CBT Dynamic response [10, 110–113]
Beam Zig-zag beam theory Dynamic response [114]
Beam HOBT Static response [115, 116]
Beam FOBT Dynamic response [117]
Plate CPT, SDPT Static and dynamic responses [118]
Plate CPT, SDPT Static response [119, 120]
Plate YNS plate theory Static response [121]
Plate SDPT Static response [122, 123]
Plate SDPT Static and dynamic responses [124–130]
Plate SDPT Dynamic response [131]
Plate TVPT Static response [132]
Plate FVPT Static and dynamic responses [133]
Plate FVPT Dynamic response [134]
C-shell CST, FOST, TOST Static and dynamic responses [135]
C- and S-shells CST, FOST, TOST Static and dynamic responses [136]
C- and S-shells CST, FOST, TOST Dynamic response [137]
C-shell FOST Dynamic response [138, 139]

Acronyms: CBT, classical beam theory; FOBT, first-order beam theory; TOBT, third-order beam theory; CPT, classical plate theory; SDPT, shear-deformation plate theory; YNS, Yang,
Norris, and Stavsky; TVPT, two-variable plate theory; FVPT, four-variable plate theory; CST, classical shell theory; FOST, first-order shell theory; TOST, third-order shell theory; C-shell,
Cylindrical shell; S-shell, spherical shell.
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This paragraph highlights the recent work on applications of
the SSA to the mechanical analyses of FGM laminated beams.
Based on the CBT, FOBT, and HOBT, Trinh et al. [104]
developed analytical solutions for predicting the fundamental
frequency of FGM sandwich beams under various boundary
conditions using the SSA. Simulation results revealed that
boundary conditions, material parameters, layer arrangement,
and length-to-thickness ratio all significantly affect the
fundamental frequency of such an FGM sandwich beam.
Subsequently, they presented analytical solutions for the
buckling and free vibration of FGM beams under mechanical
and thermal loads using the SSA based on the HOBT [102]. The
results demonstrated the efficiency and effectiveness of the
analytical model. By utilizing the multi-term Kantorovich-
Galerkin method for describing the displacement components,
Wang et al. [143] proposed a 2D elasticity model in conjunction
with the SSA to investigate the bending and free vibration of
laminated graphene-reinforced composite (GPC) beams. Five
different graphene distribution patterns were presented by
altering the volume fraction of graphene in each layer. The
study found that the laminated GPC beam with pattern X
exhibits the smallest deflection and highest fundamental
frequency for a high length-to-thickness ratio. Conversely, it
displays the largest deflection and smallest fundamental

frequency for a low aspect ratio due to the decrease in the
transverse shear stiffness.

Laminated Plates
Chandrashekara and Santhosh [144] pioneered the SSA for the free
vibration analysis of cross-ply laminated plates, utilizing the
Maclaurin series expansion along the thickness direction. The
efficacy of this method was substantiated by comparing it with
the exact elasticity solution for plates under the plane strain
assumption. Their findings revealed that the SSA, even with a
limited number of series expansion terms, yields results in excellent
concordance with the exact results for both thin and thick plates. In
a similar vein, the research team of Khdeir and Reddy carried out
extensive studies on the development of SSAs based on
approximate plate theories, demonstrating their applicability to
the analyses of mechanical behaviors of laminated plates. For
instance, Khdeir [124, 125] utilized the SSA to formulate Lévy-
type solutions for the buckling and free vibrations of antisymmetric
angle-ply laminated plates, based on the first-order shear
deformation plate theory (FSDPT). Moreover, Khdeir and
Reddy [119] generated Lévy-type solutions for the bending of
antisymmetric cross-ply rectangular laminates under sinusoidal
transverse loads, employing the classical plate theory (CPT),
FSDPT, and third-order shear deformation plate theory

FIGURE 3 | Laminated structures of beam and plate configurations and the mechanical responses predicted by the simplified state-space approaches: (A)
viscoelastic sandwich beams with its viscoelastic core modeled by an elastic spring in series with a viscous dashpot [112]; (B) first two transverse modes for undamped
sandwich beam; (C) first two transversemodes for damped sandwich beam; (D) graphene reinforced composite functionally gradedmaterial plate with different gradient
distributions along thickness direction [131]; (E) variations of critical buckling loads versus thickness-to-length ratio; (F) effect of the width-to-length ratio on critical
in-plane buckling loads under different boundary conditions for FG-X pattern (Reproduced with permission from Palmeri et al. [112], copyright 2016 by ASCE, Open
Access; Reproduced with permission from Lv et al. [131], copyright 2019 by IOP Publishing, Open Access).
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(TSDPT) in conjunction with the SSA. Their numerical results
highlighted significant discrepancies between the deflections
predicted by the CPT and those from FSDPT and TSDPT
under various boundary conditions. In another study, Khdeir
[120] presented Lévy-type solutions for shear deformable
antisymmetric angle-ply laminated plates, using the Yang,
Norris, and Stavsky (YNS) theory in combination with the SSA.
A comparative analysis between the Lévy-type solutions derived
from the FSDPT and classical Kirchhoff plate theory in
conjunction with the SSA [120] revealed significant difference
between the results from the Kirchhoff plate theory and those
from the FSDPT. In contrast to laminates with antisymmetric
angle-plies, Librescu and Khdeir [122] proposed a higher-order
plate theory and examined the static deformation of symmetric
cross-ply laminated plates using the SSA. They further employed
this method to investigate the buckling and free vibration of the
same laminated plate under various boundary conditions [126].
Built upon the laminated anisotropic plate theory as considered in
Refs [145, 146], Khdeir [127] generated Lévy-type solutions for the
buckling and free vibration of symmetric cross-ply laminated plate
utilizing the state-space technique. Khdeir [128] also used the SSA
to develop the Lévy-type solutions for the buckling and free
vibration of unsymmetric cross-ply laminated plates based on
the refined shear deformation theory used in [147]. In [118],
Khdeir commented on the application of the SSAs to bending,
buckling, and free vibration analyses of composite laminates. It was
concluded that for plate structures with the characteristic length-
to-thickness ratio greater than 20, the results from [119–122,
124–126], [127, 128] obtained from different plate theories
under various boundary conditions agree well with the exact
solutions. Lastly, based on the FSDPT, Xing and Xiang [123]
proposed an analytical method for the buckling of symmetric
cross-ply composite laminates, using the separation-of-variable
method in conjunction with the SSA to enhance the
computational efficiency and circumvent numerically ill-
conditioned problems. The accuracy and effectiveness of the
analytical model were validated by comparing the numerical
results with the those in the literature [126, 148].

SSAs have also been utilized to investigate the size-dependent
behaviors of nanoplates. Leveraging the two-variable plate theory
(TVPT) in conjunction with the Eringen’s nonlocal elasticity
theory, Sobhy [132] examined the effect of hygrothermal
conditions on the bending of orthotropic nanoplate under
various boundary conditions. The study concluded that the
results predicted by the TVPT agree well with the published
solutions, suggesting that the TVPT is more accurate than the
CPT. Furthermore, the deflection of the nanoplate was found to be
directly proportional to the temperature, moisture concentration,
scale parameter, side-to-thickness ratio, and modulus ratio, while
inversely proportional to the length-to-thickness ratio and
mechanical load. Trinh et al. [129] developed the state-space
Lévy solutions for size-dependent static, free vibration, and
buckling behaviors of FGM sandwich plates under diverse
boundary conditions. The analysis was based on a refined shear
deformation theory in conjunction with the modified couple stress
theory. It was revealed that the material distribution, geometric
parameter, characteristic length parameter, and boundary

conditions significantly alter the deflections, stresses, natural
frequencies, and critical buckling loads of the sandwich plate.
The results obtained provide a valuable benchmark for
mechanical analyses of FGM microplates. In a similar vein,
several research groups have focused on the mechanical
behaviors of FGM plates. For instance, Zhang et al. [130]
employed the state-space Lévy method to investigate the
vibration and buckling behaviors of functionally graded carbon
nanotube (FG-CNT) reinforced composite rectangular plate
subjected to in-plane loads, based on the TSDPT. The
simulation results indicated that the CNT distribution, length-
to-thickness ratio, and boundary conditions have substantial
influences on the natural frequencies, mode shapes, and critical
buckling loads of the FG-CNT composite plates. Additionally, Lv
et al. [131] employed this theory to explore the vibration
characteristics of moderately thick FGM graphene reinforced
composite plates with different gradient distributions in
Figure 3D under different boundary conditions. The effects of
graphene distribution, plate thickness-to-width ratio, length-to-
width ratio, and external load on natural frequency and critical
buckling loads were thoroughly examined and discussed.
Figure 3E showed that the dependence of critical buckling load
on thickness-to-length ratio is affected by the gradient distributions
of the graphene. Figure 3F revealed that the relationship between
the critical in-plane buckling loads and the width-to-length ratio is
dependent on the support conditions of the FGM plate. Utilizing
the four-variable plate theory (FVPT) in conjunction with the SSA,
Demirhan and Taskin [133] investigated the bending and free
vibration of porous FGM plate with two opposite simply-
supported edges. The influence of porosity parameter, plate
aspect ratio, material gradient index on the deflections and
natural frequencies were scrutinized. The analytical method was
validated by comparing the obtained results with those in the
literature [149]. Similarly, Rouzegar et al. [134] presented the state-
space Lévy solutions for the free vibration of a smart laminated
plate, with its FGM core sandwiched by two piezoelectric layers,
based on the FVPT. A comparison between the results and those
available in Refs [150, 151] verified the accuracy of the analytical
model. It was concluded that the piezoelectric layer thickness,
material graded index, plate geometric parameter, and boundary
conditions significantly influence the natural frequencies of the
smart composite structure.

Laminated Shells
Recent years have seen a surge in research focused on the
development of simplified state-space formulations based on
various shell theories and their subsequent applications in the
mechanical analyses of laminated shells. Built upon the classical,
first-order, and third-order shell theories, Khdeir et al. [135]
developed analytical solutions for the bending, free vibration, and
buckling behaviors of cross-ply circular cylindrical shells under
various boundary conditions, utilizing the stat-space technique.
The study explored the effects of boundary conditions, layer
number, and shear deformation on the deflection, natural
frequencies, and critical buckling loads. Numerical results
indicated a significant deviation between the results from the
classical shell theory (CST) and those form the shear deformation
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theories. Furthermore, the inclusion of transverse shear strain
results in the discrepancies between results from the first-order
shell theory (FOST) and third-order shell theory (TOST).
Subsequently, Khdeir and Reddy [136] presented Lévy-type
solutions for the bending, free vibration, and buckling of
doubly curved cylindrical and spherical shells under various
boundary conditions. These solutions were based on three
types of shell theories in conjunction with the SSA, and the
conclusions drawn were similar to those in Ref. [135]. In a related
study, Ye and Soldatos [69] established the state-space
formulations for the buckling analysis of simply-supported
laminated hollow cylinders and cylindrical panels subjected to
the single or combined mechanical loads, by neglecting the initial
shear stresses. Simulation results showed that the trends of the
critical buckling load parameter as a function of the stiffness of
the hollow cylinder or cylindrical shell agree with the 3D exact
results. The SSA exhibits higher efficiency than the FEM for the
shell structures with a large number of layers. Recently, Dozio
[137] developed general state-space Lévy-type solutions for the
free vibration of orthotropic multilayered cylindrical and
spherical panels under different boundary conditions. Various
shell theories can be integrated according to the shell thickness,
the degree of anisotropy of the considered problems, and the
desired accuracy. Compared with the existing Lévy-type vibration
solutions [152, 153], the final matrix of the present solutions was
invariant with respect to the 2D kinematic shell theories. A single-
layer spherical shell was selected as a numerical example and the
comparison of the displacement fields obtained from the 2D shell
theory and 3D theory validated the accuracy of themethod for the
single-layered spherical shell. Moreover, the accuracy of the
developed 2D analytical model for multilayered shells strongly
depends on the refinement of the 2D shell theory, especially when
the panel is thick and exhibits strong material anisotropy.
Hosseini-Hashemi et al. [138] performed a free vibration
analysis of FGM viscoelastic cylindrical panel made of
polymeric foams using the SSA, based on the FOST. The
effects of geometric and material parameters as well as
boundary conditions on natural frequencies were examined.
The agreement of the obtained results with those from the
FEM verified the validity and accuracy of the developed
method. Finally, Razgordanisharahi et al. [139] employed the
SSA to investigate the free vibrations of a honeycomb sandwich

panel consisting of a hexagonal honeycomb core layer and two
face sheets, based on the FOST. The comparison of the obtained
results with those in previous studies verified the accuracy of the
model. The simulation results revealed that the natural
frequencies of the sandwich panel are also significantly
dependent on the geometric parameters of the honeycomb core.

STATE-SPACE APPROACHES TO
COMPLEX PERIODIC STRUCTURES

In addition to the previously discussed laminated structures in
beam, plate, and shell forms, complex periodic structures,
composed of numerous identical units or periodic arrays in
varying geometric configurations, have been extensively utilized
in various fields such as aerospace, civil and structural engineering,
and marine. These applications include, but are not limited to,
space antenna, aircraft fuselages, and ship hulls. The multitude of
potential unit configurations or unit array often complicates the
mechanical analyses of these complex structures. To mitigate this
complexity, units of different configurations are often modeled
using approximate structural theories, which can lead to significant
discrepancies in predicting the mechanical behaviors of entire
structures [154]. The FEM is frequently employed as a robust
and effective tool for analyzing these complex periodic structures
due to its vast and comprehensive library of elements. However, the
natural frequencies of complex periodic structures composed of
many identical units are typically closely grouped within frequency
bands. The number of natural frequencies within each band is
equal to the number of the repeated units in the structure [155,
156]. Consequently, accurately predicting the natural frequencies
and corresponding mode shapes of these structures using the FEM
can be both time-consuming and potentially inaccurate. To address
these challenges, mixed transfer matrix methods (also called mixed
SSAs) have been proposed that combine numerical or theoretical
methods with the transfer matrix method based on state-space
formulations. These hybrid approaches are particularly useful for
handling the mechanical problems associated with complex
periodic structures that have intricate unit configurations. This
section will review the development and application of these mixed
SSAs in the dynamic responses of these complex periodic
structures, as summarized in Table 3.

TABLE 3 | Summary of mixed state-space approaches and their applications in complex periodic structures composed of different unit configurations.

Unit configuration Method Dynamic response Reference

Beam TMM Vibration [157–160]
Beam TMM and WPA Vibration [161]
Beam FEM and TMM Wave [162]
Duct, rod, and beam TMM and SM Wave and vibration [163]
Beam TMM and WPA Wave [164–166]
Beam TMM and WPA Vibration [167, 168]
Pipe, beam, and truss TMM and WPA Wave [169]
Beam and truss FEM, TMM, and WPA Wave [170]
Truss FEM, TMM, and WPA Vibration [171–174]
Truss FEM, TMM, and WPA Wave [175]

Acronyms: TMM, transfer matrix method; FEM, finite element method; WPA, wave propagation approach; SM, Spectral method.
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Beam-Type Periodic Structures
Professor Y. K. Lin and co-workers have conducted extensive
research on the dynamic behaviors of complex periodic beam
structures on various flexible supports, utilizing the transfer
matrix method based on state-space formulations. For
instance, Lin and Mcdaniel [157] developed an analytical
method for predicting the frequency response of a finite
periodic Euler-Bernoulli beam on multiple elastic supports as
shown in Figure 4A, which was seen as a simplified version of a
skin-stringer panel system used in flight vehicle design [176],
based on the transfer matrix method. They presented the
frequency-response functions for both undamped and damped
systems and discussed the effect of the dampers, modeled by
spring-suspended mass, on frequency responses. Subsequently,
Vaicaitis et al. [158] investigated the spatial decay in the dynamic
response of an infinite damped periodic Euler-Bernoulli beam
structure, supported by identical elastic springs and subjected to
sinusoidal excitations at a specific unit. They discovered that the
distance of spatial decay in frequency response is dependent on
the excitation frequency, the shape of spectral density, and the
cross-spectral density of the forcing field. They also found that
dampers can be used for vibration control of such a periodic beam
structure. Furthermore, Vaicaitis and Lin [161] analyzed the
frequency response of a finite N-span periodic Euler-Bernoulli
beam on evenly spaced elastic supports, subjected to turbulent
boundary-layer pressure excitation. They used the transfer matrix
method in conjunction with the flexural wave propagation
approach. Numerical results demonstrated the convenience

and suitability of the transfer matrix method based on state-
space formulations in studying the dynamic response of periodic
structures subjected to random pressure fields. Lin and Yang
[159] carried out a free vibration analysis of a simply-supported
disordered periodic beam using the transfer matrix method for
state vectors. They considered two types of disorder: the random
deviation of unit length from an ideal identical value and the
random fluctuation of the bending stiffness. They revealed that
random unit lengths significantly influence natural frequencies of
different orders, but the effect of random bending stiffness on
frequencies is negligible for such a disordered multispan beam.
Moreover, random unit lengths also led to variability in the
normal modes. Yang and Lin [160] further examined the
effect of random unit-length deviations of a disordered
periodic beam on multiple hinge supports on its frequency
responses. They applied two types of excitations to the beam
structure, namely, a concentrated force or moment and a
distributed frozen force. Their numerical results showed that
considering the disorder in unit lengths decreases the amplitude
of the statistical average of the frequency response function,
particularly near the resonance frequencies, but increases its
standard deviation when approaching these frequencies.
Furthermore, some vibration modes that do not appear in the
frequency spectrum of a perfect periodic beam can be actuated in
this disordered structure. Later, Yeh and Chen [162] employed
the finite element method and transfer matrix method to analyze
the longitudinal wave propagating in a periodic sandwich beam
structure, where the base beam was covered by the constrained

FIGURE 4 | Some cases of periodic complex structures. (A) Periodic beam structure with periodic elastic supports [157]; (B) schematic of truss-type space
periodic structure; (C) frame structure based on beams [175]; (D) small-scale five-span planar truss-type structure [174] (Reproduced with permission from Lin and
Mcdaniel [157], copyright 1969 by ASME; reproduced with permission fromCai and Lin [175], copyright 1991 by ASCE; reproduced with permission fromRen and Zhou
[174], copyright 2014 by Elsevier, Open Access).
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layer and viscoelastic layer. The study revealed that the length
ratio and base beam materials could be used to tune the location
and width of the stop and pass bands of this periodic structure,
thereby filtering certain bands of frequencies. Assis et al. [163]
examined the complex band structures and forced response of a
one-dimensional phononic system with arbitrary geometric and
material profiles using the transfer matrix method. They derived
the transfer matrix of the system from a new spectral approach
based on a Riccati differential equation with the impedance as
variable. They explored phononic systems in duct, rod, and beam
configurations, and the obtained results are consistent with those
from traditional plane wave expansion method and spectral
element method, thus validating the high accuracy and
efficient computational cost of the method.

In addition to the previously mentioned transfer matrix
method, a wave propagation approach has also been adopted
to investigate the dynamic behaviors of infinite or semi-infinite
periodic structures. While this method falls outside the purview
of this article, we provide a selection of representative literature
[177–184] for the readers’ convenience. By integrating the
transfer matrix method and wave propagation approach, Lin
and others proposed an innovative theoretical method to analyze
the dynamic response of long periodic beams subjected to
external excitations. For instance, Lin et al. [164] investigated
the dynamic behaviors of a surface-mounted pipeline, modeled as
an infinitely long Euler-Bernoulli beam, under seismic excitation.
The seismic input was introduced to the pipeline structure
through evenly spaced supports. Simulation results validated
the efficacy of this method, which could be expended to
examine the effect of random variation of the support
spacings and the ground motion on the pipeline’s response.
Furthermore, Cai and Lin [165] explored the localization
property of wave propagation in disordered periodic structures
using the transfer matrix method in conjunction with the wave
propagation approach. They proposed a new perturbation
scheme to calculate the localization factor, defined as the
average exponential decay ratio of wave propagation along the
propagation direction, based on probability theory. The
numerical example of a multi-supported Euler-Bernoulli beam
with an additional torsional spring at each support highlighted
two significant features of the developed method: its high
accuracy and the inclusion of damping effect in practical
structures. Moreover, they utilized the proposed method to
study the high-level dynamic response near the point of
dynamic excitation, induced by the structural disorder in a
disordered periodic structure [167]. Their simulation results
indicated that both the number of disordered units and the
deviation level of disorder significantly influence the
concentrated response near the excitation point. An increase
in either one of these factors leads to larger standard
deviations of responses. However, structural damping can help
to reduce the response level and the likelihood for the responses
to reach a much higher level. Additionally, Qiu and Lin [166]
computed the localization factor of mono- and multi-channel
waves in disordered periodic beam structures supported by linear
torsional and translational springs. Their study found that the
computed results agree well with those from Monte Carlo

simulations, except near boundaries of each wave-passage
band. Prof. Lin provided an insightful review of these works
on wave propagation and frequency responses of disordered
periodic beam structures [185]. Furthermore, Romeo and
Paolone [169] employed the transfer matrix method to
conduct the wave propagation analysis in three-coupled
periodic structures among transversal, longitudinal, and
torsional waves. They considered three types of periodic
structures, namely, pipes, thin-walled beams, and truss beams.
Their unique band structures, including the stop, pass, and
complex domains, were computed and presented. Saeed and
Vestroni [168] presented an exact closed-form method for
frequency response analysis of periodic beam system under
multiple excitations using the wave transfer matrix method.
The wave solutions were formed by a free wave field
incorporating the dynamic response of the entire structure and
a forced wave field generated by constrained forces or external
excitations. Two numerical examples, namely, a multi-
constrained translating string and a beam on multiple
supports, demonstrated the efficiency and accuracy of the
proposed approach.

Truss-Type Periodic Structures
Complex truss-type structures composed of spatially periodic
truss units are a prevalent form of large space structures as shown
in Figure 4B used in aerospace and civil engineering due to their
light weight, high strength, and design flexibility. The truss units
are interconnected end-to-end, forming sections of a spatially
periodic array, with different sections potentially intersecting or
interconnecting. The dynamic analysis of these truss-type
periodic structures presents a greater challenge compared to
finite periodic beams for two primary reasons. First, the
shared degrees of freedom at the interface between two
adjacent truss units are larger than those between beam units.
Second, the quantity of truss units surpasses that of beam units,
and truss-type periodic structures are often considered infinitely
long. To address these challenges, Lin and others proposed a
novel method that integrates the FEM, the transfer matrix
method, and the wave propagation approach. The FEM was
employed to model a truss unit or each type of periodic unit
array in the structure, accurately representing the dynamic
characteristics of the unit, irrespective of its complexity.
Traditional transfer matrices for state vectors were converted
into the transfer matrix for wave vectors, enabling the
identification of various types of waves, dependent on the
number of degrees of freedom at the interface of two adjacent
truss units, propagating along the structure in two opposite
directions [186]. Moreover, the innovative concept of wave
reflection and transmission matrices was introduced to replace
single wave reflection matrix in the traditional wave propagation
approach. This innovation circumvents computational errors
associated with the apparent growing wave in the opposite
propagation direction caused by the damping effect of
practical structures.

Yong and Lin [170] applied this method to investigate the
dynamic responses of long and complex periodic structures
composed of beam and truss units under external excitation.
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Their numerical examples demonstrated that this method
is more computationally efficient than applying the FEM
directly to the entire structure. They [171] further studied
the dynamic behaviors of complex truss-type periodic
structures, consisting of two intersecting arrays of truss-cell
units, subjected to sinusoidal and impulse point excitations.
The numerical results validated the efficiency, accuracy,
and numerical robustness of this novel method for
analyzing truss-type space structures with damping. Built
upon this method, Cai and Lin [175] performed the
dynamic response analysis of engineering frame structures
composed of interconnected slender components as shown
in Figure 4C, subjected to either concentrated or distributed
loads. Every slender component was treated as a multi-channel
waveguide, with its dynamic property characterized by wave-
reflection and transmission matrices. The entire frame
structure was then conceptualized by a network of these
waveguides. Numerical examples, encompassing different
boundary types and external loads, demonstrated numerical
efficiency and theoretical accuracy of this approach for
analyzing frame structures composed of interconnected
members. In a further development, Yong and Lin [172]
developed an enhanced computational scheme for dynamic
response analysis of truss-type space periodic structures with
complicated structural configurations and subjected to
arbitrary excitations. This scheme featured three significant
improvements: the characterization of individual truss-arrays
via wave-scattering matrices, a new bookkeeping system
to track transmitted, reflected, and re-directed waves in
various direction, and a procedure to eliminate step-by-step
superfluous unknowns for simplifying the calculation. Their
research demonstrated that this innovative scheme offers a
more efficient and general numerical tool for the response
analyses of entire truss-type periodic structures and even
individual structural members. In a parallel development,
Luongo and Romeo [173] proposed a modified version of
traditional complex wave vector approach for the dynamic
analysis, including the free and forced vibrations, of long
undamped periodic structures. This version introduced two
significant features to address the numerical difficulties
encountered by the complex wave vector method. First,
the real transfer matrix for state vectors was transformed
into a transfer matrix for wave vector, which remained real,
thus avoiding an ill-posed problem. Second, the wave vectors
were rearranged to let the computation to proceed in
the propagation direction of waves, thereby avoiding the
transfer matrix ill-conditioning. Numerical examples of an
N-span Euler-Bernoulli beam structure validated the
efficiency and superiority of this modified wave vector
approach. Recently, Ren and Zhou [174] proposed a strain
response estimation strategy for the fatigue monitoring of
an offshore truss structure, using the state-space formulations
and a Kalman filtering process. A small-scale planar truss
periodic structure in Figure 4D subjected to deterministic and
stochastic excitations was simulated to estimate the effectiveness
and integration capacity of the proposed theoretical algorithms
with the fatigue monitoring system.

STATE-SPACE BASED NUMERICAL
METHODS

In general, the state equations of complex structures can be
resolved either analytically or numerically. Traditional state-
space analytical methods often encounter challenges when
dealing with boundary conditions other than the simply-
supported ones, such as the free and clamped end conditions.
As a result, over the past two decades, several state-space based
numerical methods have been proposed. These methods
amalgamate the benefits of both the SSA and the
corresponding numerical methods. Examples include the
state-space based differential quadrature method (SS-DQM),
the state-space based finite element method (SS-FEM), and the
state-space based finite difference method (SS-FDM), among
others. This section provides a succinct introduction to the
state-space based numerical methods and reviews their
applications in analyzing the mechanical behaviors of
complex structures. These advances are then summarized in
Table 4 for easy reference.

State-Space Based Differential Quadrature
Method
To circumvent the limitation that traditional state-space
methods, which struggle with free and clamped boundary
conditions, Chen et al. [187–189, 196, 197] proposed a semi-
analytical approach that combines state-space formulations with
the differential quadrature method (DQM). In this SS-DQM,
state-space formulations are established with the transfer
direction along the thickness of complex structures, and the
state equations are discretized along the in-plane direction.
This results in new state equations expressed by state
variables at discrete points. The final system algorithm
equation can then be obtained by applying various boundary
conditions. Since its inception, the SS-DQM has been
extensively applied to study the static and dynamic responses
of laminated structures in beam, plate, and shell configurations,
as summarized in this subsection.

Chen et al. [187] utilized the SS-DQM to present elasticity
solutions for the free vibration of thin and thick laminated
beams under arbitrary boundary conditions. The agreement
between the obtained natural frequencies and those from other
works [227, 228] validated the accuracy and effectiveness of the
SS-DQM. Numerical results indicated that the SS-DQM
predicts frequencies more accurately than the approximate
beam theories. Subsequently, they investigated the bending
and free vibration of arbitrarily thick beams resting on a
Pasternak elastic foundation using the SS-DQM [188]. The
SS-DQM was found to be superior to other numerical
methods and the beam theories when compared with the
exact solutions for simply-supported beams. Moreover, the
foundation parameter significantly affects the natural
frequencies of the beam system. They further employed this
method to examine the free vibration of generally laminated
beams, where the principal material axes of orthotropic plies do
not coincide with the reference axes [189]. This promoted the
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applications of the state-space formulations for generally
anisotropic materials in structural analysis. Additionally, the
SS-DQM was employed by Xu and Wu [190] to investigate the
buckling and free vibration of partially interactive composite
beams with interlayer slip under various end conditions. This
research served as an extension of the work presented in [17],
further demonstrating the versatility of the SS-DQM in
addressing diverse end conditions.

The SS-DQM has also been used to study the mechanical
behaviors of FGM beams. For instance, Lü and Chen [191]
studied the free vibration of FGM orthotropic beams with
various boundary conditions using the LAT and the
orthotropic elasticity theory of plane stress problem. They
concluded that the SS-DQM can deal with arbitrary boundary
conditions and meanwhile maintain good accuracy even for
higher-order mode shapes of thick plates. Furthermore, the
method in conjunction with the LAT allows for easy handling
of arbitrary material inhomogeneity. Subsequently, they
conducted a 2D thermoelasticity analysis of an FGM thick
beam as shown in Figure 5A, whose material properties vary
continuously and smoothly along the thickness direction,
utilizing the SS-DQM along with the LAT [192]. In the
numerical calculations, the joint coupling matrices (JCM) were
adopted to express the continuity conditions at all mathematical
interfaces, thereby avoiding numerical instability. It can be seen
from Figure 5B that the excellent agreement between the stress
field distributions obtained from the SS-DQM and the exact
solutions validated the accuracy of the method. Also, these results
could serve as useful benchmarks for analyses of FGM thick
beams using other numerical methods. Next, based on the SS-
DQM in conjunction with the LAT, they presented semi-
analytical elasticity solutions for the bending and thermal
deformations of a 2D FGM beam with bi-directional
inhomogeneity under various end conditions and subjected to
the temperature load [193]. The bi-directional inhomogeneity
refers to the Young’s modulus of the beam varying exponentially
along both the thickness and longitudinal directions. Simulation
results demonstrated that material inhomogeneity along the

longitudinal direction significantly affects the deflection of the
beam. Moreover, the introduction of bi-directional FGM
materials can potentially reduce thermal stresses of the beam
when subjected to temperature load. Li and Shi [194] extended
the SS-DQM to investigate the free vibration of a functionally
graded piezoelectric material (FGPM) beam under different
boundary conditions. This was based on the elasticity and
piezoelectricity theory in conjunction with the LAT. The
strong agreement between the obtained results and those from
the FEM validated the accuracy and reliability of the proposed
method. Furthermore, the study revealed that the gradient
index, boundary conditions, and beam aspect ratio have
substantial influences on the fundamental frequency of
FGPM beams. Additionally, the SS-DQM based on the
elasticity theory was employed by Alibeigloo and Liew [195]
to investigate the bending and free vibration of functionally
graded carbon nanotube-reinforced composite (FG-CNTRC)
beam sandwiched by two piezoelectric layers serving as the
sensor and actuator. The effects of the CNT volume fraction,
CNT distribution, beam aspect ratio, and boundary conditions
on the deflection and natural frequencies were thoroughly
examined and discussed.

Apart from the beam configuration, the SS-DQM has also
been used to study the mechanical behaviors of complex
structures of plate and shell configurations. For example, Chen
and Lee [196] performed a free vibration analysis of a cross-ply
laminated plate in cylindrical bending under different boundary
conditions using the SS-DQM. Numerical results validated the
efficiency of the method when dealing with the clamped and free-
end conditions. Subsequently, Chen and Lü [197] developed the
SS-DQM to investigate the 3D free vibration of a cross-ply
laminated plate with one pair of opposite edges simply-
supported and with arbitrary boundary conditions at the other
pair of opposite edges. Numerous numerical examples of
laminated plates, with both symmetric and unsymmetric
cross-plies as well as different boundary conditions, were
executed to demonstrate the efficiency of the SS-DQM. Lü
et al. [198] also investigated the free vibration of generally
supported rectangular Kirchhoff plates with internal rigid line
supports under generally boundary conditions, utilizing the SS-
DQM in conjunction with the JCM. The study underscored the
superiority of the developed method over the traditional SSA.
Leveraging the SS-DQM developed from the theory of
piezoelasticity, Zhou et al. [199] conducted the static and
dynamic analyses of orthotropic piezoelectric laminates, as
shown in Figure 5C, in cylindrical bending under various
boundary conditions. It can be noted from Figure 5D that the
physical field distributions along the thickness direction obtained
from the SS-DQM with the number of discrete points M =
7 agreed well with those from the exact solutions, validating
the accuracy and effectiveness of the semi-analytical method.
Subsequently, they extended the SS-DQM to study the effect of
interfacial imperfection, described by a general spring layer
model, on the mechanical behaviors of this laminate in
cylindrical bending [200]. These studies concluded that the SS-
DQM is highly accurate and efficient in dealing with non-simple
support and imperfect interface problems. Yas andMoloudi [201]

TABLE 4 | Summary of state-space based numerical methods to complex
structures with different configurations.

State-space based numerical methods Configuration Reference

SS-DQM Beam [187–195]
SS-DQM Plate [196–201]
SS-DQM Shell [202]
SS-FEM Beam [203–208]
SS-FEM Plate [209–218]
SS-FEM Shell [219–221]
SS-BEM Plate [222]
SS-FDM shell [223]
SS-FSM Plate [224]
SS-RKP-FSM Plate [225]
SS-DSC Beam [226]

Acronyms: SS-DQM, state-space based differential quadrature method; SS-FEM, state-
space based finite element method; SS-BEM, state-space based boundary element
method; SS-FDM, state-space based finite difference method; SS-FSM, state-space
based finite strip method; SS-RKP-FSM, state-space based reproducing kernel particle
finite strip method; SS-DSC, state-space based discrete singular convolution.

Zhejiang University Press | Published by Frontiers December 2023 | Volume 1 | Article 1239417

Zhao et al. Aerospace Research Communications Advances in State-Space Approaches

93



employed the SS-DQM to analyze the 3D free vibration of multi-
directional FGPM annular plates resting on Pasternak elastic
foundation under different boundary conditions. The influences
of material gradient index along the thickness and radial
directions, the Winkler and shear stiffness of the foundation,
and boundary conditions on natural frequencies of the FGPM
plate were examined. They found that a decrease in the multi-
directional gradient index, an increase in plate thickness, and a
change from clamped-clamped to clamped-simple all reduce the
natural frequencies of the FGPM plate. The relationships between
these factors and frequencies significantly depend on the Winkler
and shear elastic coefficients.

Few effort has also been devoted to the mechanical analyses of
complex shell structures based on the SS-DQM. Alibeigloo [202]
performed static and free vibration analyses of an axisymmetric
angle-ply laminated cylindrical shell with various boundary
conditions. The accuracy of the method for laminated
cylindrical shells was verified by comparing the obtained results
with the analytical solutions for simply-supported shells. The effect
of different boundary conditions on the static and vibration
properties of laminated cylindrical shells was then studied.

State-Space Based Finite Element Method
The 3D finite element method serves as a robust and versatile tool
for the mechanical analyses of complex structures under various
boundary conditions and subjected to diverse external loads.
However, it is widely recognized that the conventional 3D
FEM only ensures the continuity of displacement components
across all element boundaries. The stresses derived from the
displacement components, based on the constitutive equations,
are invariably discontinuous across the element boundaries. This

discontinuity hampers the accurate prediction of the mechanical
behaviors of laminated composite structures, particularly the
stress distribution at interlayer interfaces, using the 3D FEM.
To address this issue of stress discontinuity inherent in traditional
3D FEM, a semi-analytical method known as state-space based
finite element method (SS-FEM) has been recently proposed.
This method ingeniously integrates the 3D FEM with the state-
space formulations [203–209]. In this approach, a laminated
structure is partitioned into finite elements in the in-plane
direction, while the displacement and stress distributions along
the thickness direction are directly solved from the state equation
of the structure. The SS-FEM is characterized by two significant
features: 1) it ensures continuous displacement and stress
distributions across all interlayer interfaces; and 2) the scale of
the final system algorithm equation is independent of the number
of layers in the laminated structures. This subsection provides a
comprehensive overview of the development of the SS-FEMs for
various laminated structures and their applications in the
analyses of the mechanical behaviors of these structures.

Ali and Ahankar [203, 204] utilized the SS-FEM to investigate
the time-domain dynamic responses of a laminated beam. Their
findings were instrumental in developing a novel damage
detection method for assessing the composite beam with
delamination of varying sizes and positions, based on the
Eigen-system Realization Algorithm (ERA). The method
demonstrated remarkable accuracy in assessing the size and
location of the delamination and predicting the reduction of
the bending stiffness of the delamination element, with over 97%
accuracy. Similarly, Li and Qing [205] presented a semi-analytical
solution for the free vibration of laminated composite beams with
delamination, using the SS-FEM based on the modified

FIGURE 5 | Some cases of applications of the SS-DQM to mechanical analyses of laminated structures: (A) functionally graded material beam and its layerwise
approximate model [192]; (B) comparison of stress fields of the beam in (A) along the thickness direction obtained from the SS-DQM and exact solutions; (C)
piezoelectric laminated plate in cylindrical bending [199]; (D) comparison of physical fields of the plate in (C) along the thickness direction obtained from the SS-DQM and
exact solutions (Reproduced with permission from Lü et al. [192], copyright 2006 by Springer Nature; reproduced with permission from Zhou et al. [199], copyright
2009 by Elsevier).
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Hellinger-Reissner (H-R) variational principle. They modeled the
delamination between the upper and lower sub-laminates using a
non-linear spring-layer model and examined the influences of the
delamination size, depth, and boundary conditions on natural
frequencies. Their model proved to be a potent and efficient tool
for addressing multiple delamination issues in laminated
structures. Zhou et al. [206] introduced the SS-FEM for the
static response analysis of laminated beams fully sandwiched
by piezoelectric actuating layers, based on a modified mixed
variational principle. They presented the relationship between
the deflection and the secondary converse piezoelectric effect
(SCPE), finding that the SCPE significantly affects the deflection
of the laminated beam fully covered with piezoelectric actuators.
Subsequently, Zhou et al. [207] expanded the aforementioned SS-
FEM to investigate the static deformation of laminated curved
beams bonded with piezoelectric actuators on the top and bottom
surfaces of the substrate. Their model was validated through
several complex cases, such as multi-morph piezoelectric curve
beams and clamped piezoelectric unimorph C-block beam, and
comparison of the obtained results with those from the ANSYS
demonstrated the efficiency and accuracy of the new
mathematical model. dos Santos et al. [208] proposed a
nonlinear SS-FEM based on the von Kármán strain-
displacement relation to analyze the nonlinear responses of a
laminated beam covered by a piezoelectric sensor, acting as an
energy harvester, induced by the flow-structure interaction. The
good agreement between the computational results and the
experimental data underscored the importance of modeling
structural and aerodynamic nonlinearity for accurately depicting
the practical electro-aeroelastic behavior of the entire system.

In the context of plate configuration, Zou and Tang [210, 211]
presented the semi-analytical solutions for the static deformation
and thermal responses of laminated composite plates within the
Hamilton system, using the SS-FEM. The quadrilateral element
was used as the shape function. Numerical results validated the
accuracy and efficiency of the SS-FEM for deformation analyses
of laminated plates, particularly for extensive geometry and
complex boundary conditions. Built upon the principle of
virtual displacement, Sheng and Ye [212] developed the SS-
FEM for 3D static deformation analysis of simply-supported
three-layered composite plates, using an eight-node
quadrilateral element. The comparison of the obtained results
with the exact solution in [24] confirmed the accuracy and
efficiency of the proposed method. They later applied the SS-
FEM to perform stress analysis of orthotropic cross-ply
multilayered composite plates, again using an eight-node
quadrilateral element [209]. The agreement between the stress
fields predicted by the SS-FEM and the existing 3D analytical
solutions [229] as well as traditional FEM [230] validated the
developed method. Numerical tests also revealed the superiority
of the SS-FEM, which provides accurate continuous displacements
and transverse stresses along the thickness direction, over the
traditional FEM. Ye et al. [213] subsequently conducted the
stress analysis of a laminated composite plate with free edges
and subjected to transverse and in-plane loads based on the SS-
FEM. He et al. [214] explored static displacements and stresses of
laminated composite plates under three boundary conditions (free,

clamped, and simply-supported) and subjected to thermal load,
using the SS-FEM based on the mixed variational principle and an
eight-node quadrilateral element. Numerical results again
demonstrated the superiority of the SS-FEM over traditional
FEMs. Qing et al. [215] developed a general SS-FEM to obtain
semi-analytical solutions for the static deformation of magneto-
electro-elastic laminated plates, based on the derived modifiedH-R
mixed variational principle for magneto-electro-elastic bodies.
They emphasized that the elastic, piezoelectric, and
piezomagnetic laminated plates can be considered as special
cases of the present model by neglecting certain material
constants. They then used this mathematical model, in
conjunction with the linear quadrilateral element, to investigate
the static response of a simply-supported hybrid laminate and
dynamic responses of a clamped aluminum plate with piezoelectric
patches [216]. The comparison between the present results and
those from the ANSYS validated the efficiency of the developed
model. Furthermore, they studied the free vibration of laminated
plates reinforced by ribs or beams as the stiffeners [217], and
discussed in detail the effect of stiffener height and types on natural
frequencies and mode shapes. The same research group also
carried out a free vibration analysis of laminated piezoelectric
plates with delamination, modeled by a nonlinear spring layer,
using the SS-FEM based on the modified H-R variational principle
[218]. These numerical simulations indicated that the SS-FEM is a
powerful tool for dealing with complex stiffener reinforcement and
delamination problems in complex structures.

Additionally, some effort has been invested in applying the SS-
FEM to the mechanical analyses of laminated shell structures. For
instance, Zhou and Yang [219] conducted a 3D analysis of simply-
supported laminated cylindrical shell and panel with arbitrary shell
thickness. Their study demonstrated that the proposed method
could accurately provide 3D stress and displacement distributions
of thin or thick composite shell structures. In a study parallel to the
previous research on plate configuration, Sheng and Ye [220]
utilized the SS-FEM to generate a semi-analytical solution for
stress fields of cross-ply laminated composite shells by using a
thin shell element. Simulation results showed that the distributions
of stress fields along the thickness direction predicted from the SS-
FEM agreed well with those from the exact solutions in [61],
suggesting that the method is adept at handling stress problems of
laminated shells. Also, the results could serve as a valuable
benchmark for testing new shell theory and finite element
codes. Built upon the SS-FEM for circular cylindrical shells,
Qing et al. [221] proposed a mathematical model for the free
vibration of thick double-shell systems, where two cylindrical shells
are connected by the springs. Numerical results revealed that the
proposed model is not only independent of the thickness and the
number of layers in the shell system, but also capable of handling
complex support boundaries and the arbitrarily distributed
interconnecting springs.

Other State-Space Based Numerical
Methods
Apart from the elegant SS-DQM and SS-FEM, other state-space
based numerical methods have also been proposed to address
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structures with unique geometric configurations, such as half-
space, or large aspect ratio, or improve the convergence efficiency
of numerical methods. In this subsection, we provide a succinct
introduction to these state-space based numerical methods.
Additionally, we summarize their applications in the mechanical
analyses of complex structures.

For instance, Jiang et al. [222] proposed the state-space based
boundary element method (SS-BEM) to study the stress
distribution of multilayered anisotropic media or half-space
under various loads. They employed a procrustean technique
to enhance the speed of convergence. On one hand, the SSA can
yield the fundamental solutions for orthotropic elastic layers
under arbitrary boundary conditions, where the number of
equations remains independent of the layer number of the
structures. On the other hand, since these fundamental
solutions satisfy the boundary conditions and continuity
conditions, no elements are required on the boundaries and
interfaces. Consequently, when these fundamental solutions
are implemented in the spline BEM, the number of elements
is significantly reduced without sacrificing numerical accuracy.
Undoubtedly, the SS-BEM outperforms the traditional BEM in
solving mechanical problems in multilayered anisotropic media,
particularly in multilayered half-space. They selected a problem
of a spring-supported anisotropic layer containing a uniformly
pressurized elliptic cavity under two boundary conditions as the
numerical example (schematic of the elastic layer with fixed

boundaries was shown in Figure 6A). They found that even
though only four elements are used for the entire boundary of the
elliptic cavity, the results obtained from the SS-BEM still exhibit
good agreement with those from the FEM as shown in Figure 6B.
These results validated the accuracy and efficiency of the
proposed SS-BEM.

To address the limitations of the SS-FEM and SS-BEM in
analyzing structures with large aspect ratios, which necessitate
numerous in-plane elements and consequently result in high
computational costs, Ruddock and Spencer [223] introduced the
state-space based finite difference method (SS-FDM). This
method was specifically developed for the static deformation
and stress analyses of laminated or inhomogeneous,
anisotropic, elastic, and thermoelastic plates and shells
subjected to various mechanical or thermal loads. The SS-
FDM employs the finite-difference approximation to discretize
the derivatives with respect to the in-plane directions, thereby
formulating the elasticity equations as a system of linear first-
order ODEs of the stress and displacement variables at the grid-
points. By judiciously selecting proper state variables, the state-
space formulations were established with the transfer direction
along the thickness. Given the inherent efficiency and accuracy of
the FDM, the SS-FDM, which is derived from the FDM, also
exhibits high efficiency and accuracy, particularly for laminated
or inhomogeneous structures. As a demonstration of its
effectiveness, Ruddock and Spence conducted a stress analysis

FIGURE 6 | Some cases of application of state-space based numerical method to mechanical analyses of laminated structures: (A) an orthotropic elastic layer with
an elliptic cavity subjected to uniform internal pressure [222] (B) comparison of the horizontal displacement of the structure in (A) along the horizontal direction predicted
by FEM and SS-BEM; (C) cross-section view of 3-ply laminated cylinder [223]; (D) variation of stress fields of the cylinder in (C) versus radius (solid line for analytical
solutions and dot for state-space based finite difference method) (Reproduced with permission from Jiang and Lee; copyright 1994 by ASCE; reproduced with
permission from Ruddock and Spencer [223], copyright 1997 by The Royal Society).
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of a laminated circular thermoelastic and anisotropic cylinder in
plane strain, as shown in Figure 6C, under four external loads. It
can be seen from Figure 6D that the results obtained are in
excellent agreement with those from the analytical solutions,
thereby validating the viability and accuracy of the SS-FDM.
However, they also emphasized the need for further research to
enhance the robustness of the SS-FDM and to address the
challenges associated with the incorporation of boundary
conditions.

The finite strip method (FSM) is another well-established
numerical method that is particularly suited for the 3D
analysis of homogeneous structures with regular geometric
configurations [231, 232]. By integrating the FSM and the
SSA, Attallah et al. [224] presented a semi-analytical solution
of simply-supported laminated composite plates. The FSM was
employed to represent the displacement and stress components
along the in-plane direction, utilizing polynomial shape
functions, while the SSA was used to determine their
distributions along the thickness direction of laminated plates.
Recently, Khezri introduced a novel variant of FSM, known as the
reproducing kernel particle finite strip method (RKP-FSM), to
address issues related to abrupt thickness changes or material
discontinuities [233]. Subsequently, the same research group
[225] proposed an innovative numerical method for the static
analysis of thick and orthotropic rectangular laminated
composite plates under various boundary conditions. This
method was based on the SSA in conjunction with the newly
developed RKP-FSM. Similar to the classical FSM, the RKP-FSM
was utilized to approximate the in-plane distributions of the
displacements and stresses. The SSA was adopted to predict the
displacements and stresses in the thickness direction of laminated
plates. The SS-FSM and SS-RKP-FSM retained the advantages
of the SSA, namely, the number of unknown variables in
these methods is independent of the number of plate layers. A
series of numerical examples were conducted to evaluate
and validate the convergence, accuracy, and robustness of
these methods.

Lastly, it is worth noting the state-space based discrete
singular convolution (SS-DSC) algorithm proposed by Xin
and Hu [226] for the free vibration analysis of laminated
magneto-electro-elastic beams. In the SS-DSC approach, the
DSC was employed to discretize the length direction of the
beam, thereby transforming the original PDEs of a magneto-
electro-elastic body into a set of first-order ODEs. By carefully
selecting the state variables, the state equation of the beam was
established with the transfer direction along the thickness
direction. The thickness domain was then analytically solved
by using the SSA. The combination of the DSC with the Taylor’s
series expansion enabled the implementation of various
boundary conditions. Numerical examples demonstrated that
the SS-DSC can accurately predict the natural frequencies of
laminated composite beams with a low calculation cost.
Furthermore, no special arrangement of grid points along the
length direction is required, further enhancing the practicality
of this method.

CONCLUSION AND OUTLOOKS

Conclusion
This paper presents a comprehensive review of the
development and applications of SSAs (also known as
transfer matrix methods for state vectors) in the analyses
of the mechanical behaviors of complex composite structures
of varying configurations, including the beams, plates, shells,
and trusses. Utilizing the 3D SSA, simplified SSAs based on
structural theories, and state-space based numerical methods,
the static deformation and free vibration of laminated
structures in beam, plate, and shell forms have been
thoroughly investigated. For the sake of completeness,
mixed SSAs for the dynamic response analyses of complex
periodic structures have also been summarized. It can be
generally concluded that SSAs offer a powerful and efficient
tool for accurately predicting the static and dynamic
responses of laminated and periodic structures. The results
obtained could serve as valuable benchmarks for evaluating
the developed approximate theoretical methods, numerical
methods, and finite element codes. Compared to past
research, significant advancements have been made in
recent decades, which are summarized as follows:

1) State-space formulations for various material symmetries and
geometrical configurations have been established. Leveraging
these state-space formulations, transfer matrix methods have
been integrated with a range of theoretical or numerical
methods, including layerwise approximate technique, wave
propagation method, structural theories, finite element
method, and differential quadrature method, to facilitate
the development of comprehensive SSAs. These approaches
provide a more general, efficient, and accurate means of
predicting the mechanical behaviors of complex composite
and smart structures, particularly in aeronautical applications,
under different boundary conditions and subjected to various
external loads.

2) Applications of SSAs in the mechanical analyses of complex
structures composed of novel smart and composite materials
have been documented. These materials include dielectric
elastomers, thermo-magneto-electro-elastic coupling
materials, and fiber- or graphene-reinforced composite
materials. It can be concluded that SSAs can accurately
predict the influences of multi-field coupling, material
gradient index, external electric, thermal, and mechanical
loads, and reinforcement distributions on the mechanical
behaviors of these structures.

3) SSAs have also been applied to novel complex structures,
such as disordered periodic structures with random unit
lengths or random elastic supports, phononic crystal
systems with arbitrary geometric configuration, complex
structures on various elastic supports or foundations. Novel
frequency responses (e.g., high-level response) and wave
properties (e.g., stop and pass bands) can be validly
revealed and accurately predicted using SSAs.
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It is worth mentioning that the state equations of the
structures can be solved not only by the transfer matrix
method, i.e., the SSA, in this article, but also by the
method of reverberation-ray matrix (MRRM) [234–236].
The MRRM is particularly suitable for steady-state or
transient response analyses of a truss-type complex
structure or a multi-branched frame structure. Different
from the system matrix in SSAs, the reverberation-ray
matrix consists of two global matrices, namely, the global
scattering matrix and the global phase matrix. The detailed
differences between the SSA and MRRM can refer to Ref.
[237]. In addition, in SSAs, the standard transfer matrix
relating the displacements and stresses at the layer top and
bottom would become problematic when the layer thickness
or frequency increases, resulting in numerical instability of
the transfer matrix method. Consequently, the stiffness
matrix method (SMM) has been developed to solve this
instability [238]. In SMM, the stresses at the top and
bottom of the layered structure are expressed by the
displacements at the top and bottom through the global
stiffness matrix derived through a recursive algorithm
based on layer stiffness matrix. In summary, the MRRM
and SMM can be a viable alternative to SSAs for the
mechanical analyses of certain complex structures in
aeronautical and engineering applications.

Outlooks
Despite the substantial advancements that have been made,
several significant issues listed in the following remain to be
addressed in the future research.

1) SSAs have proven to be efficient and accurate in predicting the
mechanical behaviors of low-frequency modes, including
bending and extension, in complex composite and smart
structures of various geometric configurations. However,
high-frequency modes such as thickness-shear and
thickness extensional modes exhibit more complex
deformation patterns along both in-plane and thickness
directions than their low-frequency counterparts [239, 240].
Consequently, the development of SSAs for analyzing the
mechanical behaviors of high-frequency modes in these
complex structures presents a valuable and intriguing
avenue for the future research.

2) State-space techniques have been reported to accurately
predict the wave properties of beam-type phononic crystals
composed of elastic materials. However, the wave properties
of these elastic material phononic crystals remain unalterable
once their geometric parameters and configurations are
established. Recently, the concept of dielectric elastomer
phononic crystals has been introduced, offering the
potential for tunable band structures through the
application of mechanical and electrical excitations [99,
241, 242]. Consequently, there is a pressing need for the
development of appropriate SSAs that can accurately
predict the band structures of dielectric elastomer phononic
crystals under mechanical and electrical loads. This area of
research warrants further investigation.

3) While certain specialized state-space based numerical
methods have been proposed to investigate the
mechanical behaviors of complex structures of
specialized geometric configurations or boundary
conditions, their application to such structures remains
limited. Consequently, the robustness and versatility of
these methods remain uncertain, and potential numerical
difficulties may arise in certain applications. This
highlights a significant need for the further refinement,
rigorous testing, and robustness validation of these state-
space based numerical methods. This is a crucial step
towards ensuring their reliability and applicability in a
wide range of complex structural analyses.

4) The skin-stringer panel system, commonly used in aircraft
fuselage, has been modeled as a 1D periodic beam structure
on multiple elastic supports. Its dynamic responses have
been effectively predicted using the transfer matrix method
based on state-space formulations. However, the neglect of
the curvature inherent of practical skin panels in the
theoretical model may significantly influence the
dynamic responses of the actual skin panel system
[157]. As a result, investigating the dynamic behaviors
of a curved periodic beam structure using the transfer
matrix method for state vectors presents a valuable and
challenging future research topic.

5) Fluid-solid interaction remains a crucial and challenging
issue, particularly due to the extensive use of cylindrical
shell and pipeline structures in maritime transportation.
There is a pressing need to establish appropriate
mechanical models that describe the interaction between
the solid structures and various fluids. Built upon these
models, the analyses of frequency responses and wave
propagation in cylindrical shell structures or periodic pipe
structures using SSAs is of vital importance. Such analysis is
particularly relevant to the health monitoring and damage
warning of these structures, and thus warrants further
attention in the future research.

6) With the advancement of micro-electro-mechanical
systems (MEMS) and nano-electro-mechanical systems
(NEMS), novel laminated structures and devices at the
nano or micro scale have been recently fabricated,
exhibiting unique, size-dependent behaviors [243, 244].
However, current research on size-dependent behaviors of
these miniaturized laminated structures is still in its
infancy. Therefore, the development of SSAs in
conjunction with various modified continuum theories
[243, 245] to explore the size-dependent behaviors of
such nanostructures are worth in-depth investigation in
future research endeavors.
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Resilient UAV (Unmanned Aerial Vehicle) swarm operations are a complex research topic
where the dynamic environments in which they work significantly increase the chance of
systemic failure due to disruptions. Most existing SAR (Search and Rescue) frameworks for
UAV swarms are application-specific, focusing on rescuing external non-swarm agents, but
if an agent in the swarm is lost, there is inadequate research to account for the resiliency of
the UAV swarm itself. This study describes the design and deployment of a Swarm Specific
SAR (SS-SAR) framework focused on UAV swarm agents. This framework functions as a
resilient mechanism by locating and attempting to reconnect communications with lost UAV
swarm agents. The developed framework was assessed over a series of performance tests
and environments, both real-world hardware and simulation experiments. Experimental
results showed successful recovery rates in the range of 40%–60% of all total flights
conducted, indicating that UAV swarms can bemademore resilient by includingmethods to
recover distressed agents. Decision-based modular frameworks such as the one proposed
here lay the groundwork for future development in attempts to consider the swarm agents in
the search and rescue process.

Keywords: resilience, UAV, swarm, search and rescue, UAS

INTRODUCTION

The use of UAV swarms is becoming more widespread due to the reduced costs of UAVs and their
ability to accomplish tasks more quickly and effectively as a group rather than individually.
Advancements in aircraft design and control, communication topologies, and battery systems
have made coordinated UAV swarms possible. The use of UAV swarms in applications of military
[1, 2], ecology [3], remote sensing [4, 5], disaster management [6], crowd control, emergency
communication [7], agriculture [8, 9], and victim search [10, 11] are just some of the use cases. As
individual and multi-robotic development and their interaction with real-world entities advances,
these applications are only limited because of a lack of improvement, a discrepancy that
exponentially decreases as time passes. With the increased diversity of swarm usage
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applications, research in UAV resiliency has also grown [12,
13]. Due to the close-knit topology of these swarms, the failure
of agents above a certain threshold can often lead to cascaded
systemic collapse and a pause on mission progress. The cause of
this failure may be structural, such as in a leader-follower
topology, wherein the followers may get disconnected if the
leader fails. Additional uncertainty in this failure also exists,
such as the possibility of a failing swarm agent crashing into
other agents during its collapse. Resiliency is defined as the
ability of a system to withstand disruptions. Broader definitions
include the ability of a system to bounce back after a disruption
[14]. D.D. Woods summarizes system resilience perfectly in its
four core concepts [15]. They are resilience, such as rebound,
robustness, extensibility, and adaptability. Previous work by the
authors addresses systemic resilience in UAV swarms on a
broader range by classifying UAV swarm operations into
components and modules [16]. The resilience of UAV
swarms is a complex topic that integrates multiple
components of navigation [17], mapping [4], control [18],
defensive and intrusion detection policies [19], agent welfare,
and physical characteristics of the swarm agent [20] into an
intricate system designed to create balance in a dynamic
environment.

AnMRS (Multi-Robot System) and a swarm are both concepts
in robotics that involve the coordination and interaction of
multiple robots. However, they have distinct differences in
organization, control, and behavior. An MRS has a structured
and explicit interaction scheme with a centralized control. Swarm
agents, on the other hand, are more decentralized and self-
organized. There might not be explicit communication
between robots, and collective behavior emerges from simple
interactions between individual robots following local rules.

Additionally, MRS may involve centralized controllers and
planners to assign tasks to robots. Swarms rely on local
interactions and distributed control. Each robot can typically
make decisions based on its immediate surroundings or
information gathered from nearby agents. This also involves a
degree of autonomy in decision-making from completely
autonomous to semi-autonomous. However, while swarms are
expected to be inherently scalable, there is an ongoing debate on
the minimum number of agents that must be present and acting
collectively to label it as a swarm. Adding more robots to a swarm
does not necessarily increase performance. Selecting the number
of agents in a swarm has long been contested. However,
approaches with agents as few as five and as many as
1,000 have been implemented and studied. Article [21]
discusses how aspects such as system scalability, technical
capabilities of individual agents, and financial or logical
constraints influence the selection of the number of agents in
the swarm.

These factors were crucial in selecting the number of agents for
swarm response experiments performed in this study. The
number of agents available for experimentation was limited.
Additionally, some agents were designated as reserve and
spare agents to ensure experiments continued in case of
equipment failure. Space constraints allowed only a certain
number of agents to fly in the designated airspace without the

risk of agent collision and crashes due to induced airflow
interactions. While all communication between agents was
performed decentralized, primary communication and network
protocols required for communication with GCS limited the
number of agents connected to them.

Search and Rescue is a vast domain; focusing only on swarm
agent welfare significantly narrows it. However, to concentrate
results further, this SAR framework will be primarily described
for exploratory swarm applications. Scenarios where a swarm of
agents may be deployed over an area and, in the process, may lose
contact with the swarm is the priority. This narrows down the
framework focus as well as experiment design and validation.
Two major types of SAR capabilities in UAV swarms are defined
and categorized here. They are application-specific SAR [22] and
swarm-specific SAR (SS-SAR). Although our study takes a
different direction than a regular application-focused SAR use
scenario, it remains an exploratory problem. The tracking,
location, and Rescue of disabled swarm agents require other
agents of the swarm to actively search the target space for the
agent using techniques such as triangulated localization,
computer vision, sensors on the ground, and the analysis of
system-generated mission logs. A literature review reveals that
most swarms lack the self-awareness needed to actively take care
of their agents. More robust mechanisms for the welfare of UAV
swarms [23] are needed as an additional means to increase
systemic resilience.

To build robust applications and routine case scenarios that
use UAV swarms, the swarm itself must be resilient to
disruptions. Towards this goal concerning SAR swarm
operations, the significant contributions of this paper are:

- A literature analysis that reveals a research gap in UAV
swarm development related to the search and rescue of
their agents.

- To address this gap, a novel UAV swarm framework, SS-
SAR (Swarm Specific-SAR), is introduced to provide the
ability to track, locate, and possibly rescue their agents. The
framework uses a decentralized approach and local
communication between neighboring agents and
surrounding data to make semi-autonomous deployments
of rescue craft that initiate direct communication with
distressed agents.

- Experimental results show the SS-SAR framework’s ability
to reduce agent loss in swarm operations.

- Future framework upgrades and experiment designs are
proposed to increase operational swarm resilience.

Using a decentralized approach for communication and agent
decisions, this study aims to demonstrate scalable and robust
responses of swarms to disruptive scenarios along with further
scope for possible emergent behavior to avoid them altogether
based on broad programmed constraints. The paper is arranged
in the following way. Section Introduction gives a brief
introduction of the area with research contributions of this
study. Section Summary of Recent Literature on Multi-Robot
SAR presents a categorization of current trends. Section
Swarm-Specific SAR Framework presents the SS-SAR scenario
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description and framework workflow. Section Performance Tests
describes both hardware and simulation performance tests and
environmental parameters. Section Results presents the
experimental results of the new SS-SAR framework. Section
Discussion and Future Research Directions provides future
directions to approach the problem with suggested framework
upgrades, and Section Conclusion provides concluding
statements.

SUMMARY OF RECENT LITERATURE ON
MULTI-ROBOT SAR

The multi-UAV SAR problem is a broad problem domain. This
section categorizes current research into three distinct approaches.
Table 1 identifies research on the topic and categorizes the study as
application or swarm-specific problems. Application-specific SAR
(AS-SAR) and SS-SAR are the two categorizations previously
discussed. Depending on how the SAR problem is approached,
a third category is also included: Search Methodology Focused
(SMF). Research in this category does not have a specific search
target type; instead, the focus is on the general SAR methodology,
where any internal or external search target can be assigned.

As one can see from Table 1, swarm-specific implementations
are less explored in the literature. In addition to the above
literature review, generalized methodologies exist that propose
novel approaches that would improve facets of the SAR process.
These include using bio-inspired algorithms for area coverage
[42] formation tracking [43] and environment exploration [44],
updated and merged observation maps or information exchange
pathways [45], and efficient task planning [46, 47]. Frameworks

such as [41] that propose automatic replacement of lost UAV
agents are scarce. This example fits perfectly in this paper’s
proposed swarm-specific research category. To keep the
literature analysis attainable, any approaches that do not
directly describe the use of aerial vehicle swarms in the field
for SAR have been eliminated. This includes broader research
topics such as using machine learning methods to improve object
recognition in aerial images taken by UAVs [48].

SWARM-SPECIFIC SAR FRAMEWORK

Workflow Description
Notations used in framework description and development are
summarized in Table 2. This section briefly describes the broad
workflow for the framework design process.

The SS-SAR workflow [49] is summarized in Figure 1. It is
divided into four sections, with the first section defining the agent
tracking phase, the second section containing the initial decision,
section three having the primary decision process, and section
four with the secondary decision process. The modular
framework design assists in the testing and modification of
one or more sections. This was especially useful in scenarios
where the hardware and software test platforms could not
simultaneously handle all the framework tests computationally
or physically. For example, low-cost agents such as the DJI Tellos
[50] used in the lab scenarios required testing individual sections
piecewise rather than the entire framework simultaneously due to
inefficient hardware and lack of sensors. The experiment section
describes the modular experiments designed to test the workflow
to the extent that the agents could handle it.

TABLE 1 | Summary of recent work on SAR using multi-agent UAV swarms categorized by approach.

Reference Category Description

[24] AS Using a modified fruit fly algorithm to improve the search efficiency of a multi-robot swarm
[25] AS Cooperative strategy for distributed UAV agents in a swarm performing unique functions for victim search and rescue

operations
[26] AS Smart search for survivors using a genetic localization method to detect victim distress signals using autonomous maximum

area searching UAV agents
[27] AS Collaboration between swarm agents for detecting victim presence
[28] AS Layered SAR based on disaster epicenter for improved victim detection using multiple agents
[29] AS Heterogeneous agent swarm based on ant colony optimization and agent decision process for victim searching at sea
[30] AS An open-source platform for managing drones for assistance in SAR operations
[31] SMF Using deep reinforcement learning to generate control commands for UAVs to search in an environment with an unknown

number of targets
[32] SMF A dynamically varying number of swarm agents search for the target using MPC for generating cooperative search

trajectories and maximizing performance
[33] SMF Creating target probability maps to guide swarm search actions based on flocking, velocity, and area coverage
[34] SMF Collaborative search function based on pigeon-inspired bio-inspired algorithm
[35] SMF Hexagonal grid decomposition of the search area for maximum efficiency during target search in a maritime rescue scenario
[36] SMF Planning using a Markov decision process and control using environmental exploration by deep learning for target detection
[37] SMF A bio-inspired algorithm based on fish schooling and foraging behaviors for improving target search functionality
[38] SMF A reinforcement learning-based concept to make a territory awareness map for generating cooperative search paths for

multi-UAV swarms
[39] SMF A profit-driven adaptive search algorithm for moving targets using a UAV swarm capable of information exchange
[40] SMF PSO-MPC approach to solving and improving the efficiency of the SAR technique using multiple agents rather than a single

agent
[41] SS-SAR A swarm-specific methodology for automatic replacement of any lost UAV during mission progress

Zhejiang University Press | Published by Frontiers January 2024 | Volume 1 | Article 124203

Phadke and Medrano Aerospace Research Communications SAR Frameworks Ensuring Agent Wellbeing

107



The second advantage of the modular nature is that
framework components can be upgraded, optimized, or
changed. For example, while preliminary experiments for
Section Performance Tests use an essential task re-assignment
policy where only idle agents are given the tasks previously
assigned to the lost agent, future iterations of the framework
can use an optimized cost consideration, where characteristics of
the task-receiving agent, such as its remaining fuel, are considered
before re-assignment. An agent completing its task is only
assigned the task of the fallen agent if its battery capacity

allows it. The indicator tkcost is used to determine the cost of
completing the task that is estimated using the number of time
intervals required t, and the expected change in battery level to
complete the task, Δblevel.

Scenario Description
The generalized model in Figure 2 was expanded into a specific
scenario where a swarm of agents is performing a task, and one of
the agents is in distress. This SS-SAR process is depicted
in Figure 2.

The OLSR (Optimized Link State Routing) protocol has been
extensively studied as an ideal routing protocol in SAR
environments [51]. It routinely uses “Hello” and “Topology
Control” messages to identify links and agent states. The
heartbeat signal is often referred to as a modified hello
message based on the base OLSR protocol. The heartbeat
signal transmission is a small, quick transmission objective
signal that each swarm agent can send at regular intervals.
Various alternate implementations exist [26, 41, 52]; however,
they follow a general structure that includes information denoting
network I.D., transmitting agent ID, destination I.D., message
type, security I.D., data segments, and error check. The HBS
comprises location information, the battery level of the agent,
signal strength indication, and the current task I.D.

HBSi,k � Loci,k + blevel,i,k + SSI GC,i( ) + tkid[ ]
A fixed number of agents, n, form the swarm. The HBS from

every agent is expected after each time interval t, at a sample
iteration denoted by k. An HBS is expected to be transmitted by
every agent in the swarm after the time interval value of t. The
signal is denoted by HBSi,k. This denotes the signal
transmission from the ith agent at the kth time interval, in
the range of i = 1 to n, and k > 0. The Ind binary variable
indicates the presence or absence of the HBS signal for every
Indi,k. The value of 1 is recorded for every signal received and
0 if a signal is missing. The missing HBS agent id value
determines which agent did not send the signal. The Indall is
a logical operator set to 1 if all agents send a signal and 0 if HBS
from an agent is missing.

Time intervals t are regular spaced and defined for
transmitting the HBS. Careful consideration of this assigned
value is required. A higher value of t can cause fewer HBS to
be transmitted during mission time, i.e., a greater amount of time
can elapse between a missing HBS and the system realization of
an agent in distress. However, a lesser value of t can cause network
bottlenecks if the system cannot receive and process HBS from all
agents of the swarm. Figure 3 shows HBS signal and sensor data
transmission over a regular and disrupted time series. A longer
period of HBS transmission intervals may result in delays
between agent loss and system realization, 2t. The disrupted
time series shows the information delay for sensor data access
of an agent by the operator. Since sensor data is sent at less
frequent intervals than the HBS, the operator has access to
information that may not give an exact interpretation of agent
distress if the disruption occurs after a significant time interval
after the last sensor data transmission.

TABLE 2 | Notations.

n Total number of agents in the swarm
i Index of UAV agents (from 1 to n)
t Equally spaced time interval between HBS signals
k Index of HBS time sample
HBSi,k HBS signal from agent i at time k
Ind Binary variable to denote the presence or absence of HBS signal
Indi,k Binary value for HBS signal from agent i at time k
Indall Binary variable based on an AND logical operation of all binary

indicator variables
HBSi,k→ loc Location of agent i at time k (included in the corresponding HBS

signal)
HBSi,k→
blevel

Battery level of agent i at time k (included in the corresponding HBS
signal)

SSI(GC, i) Signal strength indication of ground control to agent i
OG On-ground indicator that is set to 1 if an agent is actively connected

but is on the ground
p0 Real-time pose check using the distressed agent camera
p1 Real-time pose check using the rescue agent camera
p2 Real-time pose check using IMU
tkid Task ID
tkcost Cost of completing a task
Rloc(i,k–1) Denotes the rescue agent moving to the location of distressed agent

i at k–1 time
rcm Reconnection message

FIGURE 1 | Workflow of the SS-SAR framework.
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If an agent is missing, its past HBS record is retrieved and
examined for its location during that transmission time interval.
This location information may be outdated by a minimum value
of the system realization time, that is, 2t. A map overlay for
known static obstacles is then used to determine if the agent was
near obstacles during loss. A UAV agent can be distressed due to
reasons such as collision with a static or dynamic obstacle, falling

out of range from other agents in a mesh-based topology or with
ground control in a directed topology, or issues with hardware
components and fuel. Multiple pose checks are designed in the
framework and conducted at each step to systematically eliminate
the cause of disruptions. It is assumed that the agent, even when
on the ground, has an open broadcast connection request to
accept incoming connection requests from other agents or

FIGURE 2 | SAR process for rescuing an agent in distress.

FIGURE 3 | HBS transmission and usage for regular and disrupted mission time series.

Zhejiang University Press | Published by Frontiers January 2024 | Volume 1 | Article 124205

Phadke and Medrano Aerospace Research Communications SAR Frameworks Ensuring Agent Wellbeing

109



manual remote-control overrides. This feature is always present,
even in basic agent builds. An agent that is connected to a
network but has landed due to a collision, flock fragmentation,
or getting stuck in an obstacle can still transmit an HBS with an
on-ground indicator value of O.G. = 1. This indicates that an
agent has landed but is still actively connected. However, this
agent cannot be directly accepted back into the swarm. It is
necessary to ensure that it can safely rejoin the swarm by gaining
the necessary minimum altitude required by the agent to take a
safe flight.

At specific decision points in the framework, agent status
checks called pose checks are performed to gain additional
information about the agent. The framework can perform
three different checks: p0, p1, and p2. Pose check flow
conducted at different times during framework operation is
shown in Figure 4.

Once an agent is realized to be in distress, an initial attempt is
made to see if it is still possible to access its onboard vision sensor
to conduct a preliminary pose check p0. This checks if the agent
has landed in such a position that it may be able to take off safely.
Examples of passed and failed p0 tests are shown in Section
Performance Tests. The advantage of this method is that if the
preliminary pose check fails, the framework can skip sending the
rescue agent and directly move on to the unrecoverable agent
process. However, this step is flexible: a rescue agent can still be
deployed if the p0 check cannot be conducted.

If p0 passes, rescue agent Rmoves to the location of the missing
agent (Rloc(i, k–1)) and performs a visual scan of the location. The
operator conducts real-time viewing of the rescue agent’s camera
data to conduct p1. After an agent is located, the p1 check using a
rescue agent vision sensor is done to assess if the agent is in an
environment from which it can take off safely. A fuel check using

blevel and a network connection check using SSI(G.C., i) are then
performed. The SSI value contains agent connection data with
ground control and neighboring agents. Depending on the
network topology selected, an SSI(G.C., i) value of 0 can be
acceptable if the distressed agent connects to another agent
rather than to ground control.

p2 � (blevel > 40%) AND SSI GC,i( ) > 80%( )
This data is taken from the agent’s previous HBS to create

record logs of why the agent failed. This information is used to
create risk zones as an information overlay in mission maps, a
framework feature designed to reduce the failure of future agent
movements on the same map.

If p1 passes, the rcm messages are sent to reconnect with the
agent. Once an agent is actively connected, a real-time pose check
p2 is conducted, which checks the current agent fuel level and
network connection. In higher-level agents, this check can also
take feedback from individual components onboard the vehicle,
such as autopilot and motor sensors, to check for hardware
integrity and orientation. If this pose check is passed, the
distressed agent is deemed capable of rejoining the swarm. If
the pose check fails, a log is created, and the agent’s location is
marked with an overlay that denotes the perceived reason for
failure. A task re-assignment policy is then initiated to reassign
the task of the lost agent to other swarm agents.

To date, probability maps have been a prevalent approach in
SAR problems. Global or local maps are proposed that
decompose ROI in grids [40], and a probability rate of the
target being in each of the cells is calculated. Agents are
encouraged to explore cells with a higher probability rating of
the target being present in them. Similar approaches have been
examined in [31] where agents not only create and maintain

FIGURE 4 | Pose check workflow.
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observation map history, but maps from neighboring agents can
also be combined. A similar logic is used in this case, where
ground control creates and maintains a global risk map where
each cell has an associated risk value. This is based on location
data of previous agent loss, where an incident log is created every
time an agent is lost in a particular area in the same map. This is
especially useful in same-area routine flight scenarios where
UAVs must visit the same area multiple times. Labeled
hotspots can then be used as additional input constraints to
path-generating algorithms by assigning proportional weights to
high-risk zones, which the planning algorithms can then avoid or
have issue mitigation resources ready if those areas are
unavoidable.

Pose and orientation calculation can be upgraded with
optimization loops coming from additional input sources. For
example, the vision sensor data of the distressed UAV can be
accessed, and an automatic pose orientation of the UAV can
eliminate the need to dispatch a rescue UAV if the fallen UAV
sends an unrecoverable camera pose. This was demonstrated
during various experiments in which a human in the loop could
access the sensor information of the distressed UAV to deduce its
orientation. If determined to be unrecoverable, the agent’s
location is marked for post-mission recovery trials, and the
swarm moves on directly to the task re-allocation phase of the
fallen agent.

PERFORMANCE TESTS

Hardware and software tests were designed to test the proposed
workflow under different conditions. Experiment range and
series were selected considering the range and variability
required to effectively demonstrate performance [53]. Table 3
summarizes the primary objectives of each test, the map used, and
the number of experimental flights performed. Overall, these tests
represent a modular approach to developing and testing an SS-
SAR framework for increasing the operational resiliency of a
UAV swarm system.

Each performance test was associated with a map, as
summarized in Table 3. The hardware tests were performed in
maps M1 and M2, and the simulation tests were performed in
maps M3 and M4. Table 4 outlines characteristics of the map
environments used in the performance tests.

The proposed framework is quite flexible regarding the agents
that can be used. However, at minimum, lateral and downward
vision sensors are required, along with either a GNSS module or
capability for passive beacon georeferencing. Considering
hardware and fly space limitations, an indoor location was

used for hardware tests. The DJI EDU [50] UAV platform was
chosen to perform hardware performance tests. These low-cost
drones provide a basic environment for drone testing and flights.
In the past, there have been multiple approaches to using Tello
drones as platforms for singular and swarm development. The
authors of [54] use Tello agents to demonstrate an automated
swarm flight in a restricted flight space. A matrix formation
control that uses Tello to display patterns was adopted in [55]. In
[56], the DJI frame was used to build visionless sensing drones for
obstacle avoidance and maze solving.

Related research such as this assisted in realizing the various
limitations of the Tello platform during experiment design. The
Tello agents are low-cost entry-level hardware and are intended for
proof-of-concept experiments.Without a dedicated GNSS receiver,
the agents rely on a VPS using the downward-facing camera
module to localize using ground planes and additional GCPs.
All recorded video and image data is streamed in real-time to
ground control without storage and post-processing ability. While
these constraints prevent executing a full-scale framework
representation on these agents, our experiments modify the
complete framework based on its modular structure. This
modular and stepwise process permits testing smaller decision
statements using simple Tello agents. Table 5 contains
manufacturer-provided specifications for the DJI drones. These
specifications have been referenced from online user manuals [50].

Hardware Performance Tests
A modular and stepwise process was developed to test individual
decision statements of the proposed SAR framework using simple
Tello EDU agents. The objective of PT1 was to evaluate the time
to distress, time to rescue, log any collision occurrence, and
perform a battery level check. In PT1, two DJI agents were
used as a part of the same swarm, with a rescue agent on
active standby. A 2D visualization of M1 with initial agent
positions and other mission information is shown in Figure 5.

One of the agents moving along the mission pads was forced
to switch off its VPS to emulate a disruption condition.
Meanwhile, the rescue agent was on active standby in the
center of the mission area (Figure 6, left) and could take off
once the distressed agent did not send an expected HBS
(Figure 6, right). Using mission pad information transmitted
by the distressed agent before it faced disruption, the rescue
agent located the fallen agent (Figure 7, left), conducted pose
checks, and sent rcm messages to the distressed agent. If the
distressed agent received the messages, it switched on its VPS,
allowing it to rejoin the swarm. The rescue agent then moved
back to its deployment point to await the next distress event
(Figure 7, right).

TABLE 3 | Test observations and map used for the four performance tests.

Performance
test (P.T.)

Test objectives Map used Number of flights

PT1 Observe time to distress, time to rescue, collision occurrence, and battery level check M1 15
PT2 Observe p1 and p2, recovery, and operator log creation M2 10
PT3 Observe p0, p1, p2, recovery, and operator log creation M3 10
PT4 Observe p0, p1, and p2, time to distress, time to rescue, collision occurrence, and operator log creation M4 10
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This performance test measured the time to distress, time to
rescue and observed the number of collisions, rescue decisions,
and the battery threshold value. The only pose check conducted
to evaluate the blevel of the distressed agent.

PT2 again used two regular agents and one rescue agent on
map M2. The objective of PT2 was to observe p1 and p2, and to

attempt a recovery. A 2D top-down representation of M2 is in
Figure 8. The number of GCPs could be increased or decreased
with a maximum number of up to 20 GCPs placed in the
fly space.

Figure 9 shows the M2 space where the three agents were
released. The distress condition was simulated for one agent,
where it landed behind the table. The rescue agent moved on
location to conduct pose checks and begin recovery attempts. The
distressed agent was not visible in the global view. However,
various situations were observed using the rescue agent and p1.
Figure 10 (top-right) shows the rescue agent’s POV, where the
distressed agent fell at an oblique angle.

Additionally, as the agent had strayed under the table, the
height of the table prevented the agent from gaining the
minimum altitude required to conduct a safe rejoin
operation. This exemplifies how p1 helps understand the
distressed agent’s situation. Figure 10 (bottom-right) shows a
different situation where the agent has landed in a pose that
could allow it to take off. However, its minimum altitude rejoin
value was still greater than the obstacle dimensions. In both
situations, the operator recommended that further recovery
operations be terminated.

TABLE 4 | Map designations and properties.

Map designation Map environment Map design Major map properties

M1 Indoor Real-world GCP referenced, residential, obstacle-free
M2 Indoor Real-world GCP referenced, office space, obstacles present
M3 Indoor Simulation GCP referenced office space and obstacles present.

(M3 is the M2 space, recreated for simulation tests)
M4 Outdoor Simulation No GCP, outdoor terrain, obstacles present

TABLE 5 | DJI TELLO EDU spec sheet.

General parameters Value

Weight (including propeller guards) 87 g
Maximum speed 17.8 mph (28.8 kph)
Maximum flight time 13 min

Camera Value

Maximum image size 2,592 × 1,936
Video recording modes H.D.: 1,280 × 720

Battery Value

Capacity 1,100 mAh
Voltage 3.8 V
Energy 4.18 Wh

FIGURE 5 | 2D representation of M1 space.
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Figure 11 shows a third situation where the agent landed in a
position from which it could take off, plus the right side figure
shows the rescue agent’s POV from which the operator
determined that obstacle dimensions did not impede the
distressed agent’s safe rejoin procedure upon reconnection. In
this situation, the operator recommended the framework to carry
further rescue statements on the distressed agent.

Simulation Performance Tests
Indoor and outdoor scenarios to test the proposed framework
were modeled in CoppeliaSim, formerly VREP [57]. Table 6
outlines the basic simulation parameters for PT3 and PT4.
PT3 was a simulation experiment carried out on M3
(Figure 12A), which is a close recreation of the M2 space
used in the hardware experiments. The primary purpose of
PT3 was to evaluate p0, p1, and p2 and attempt a recovery.

A simple table and chair environment are used to show a
failed p1 and p2 scenario (Figure 12B). Pose check p1 used the
agent vision sensor information to realize that the distressed
agent failed in an inverted position. A normal decision cycle
prevents the rescue agent from deploying on a failed p1;
however, a forced p2 cycle using a rescue agent shows that
the table dimensions would hinder a safe rejoin maneuver of

FIGURE 6 | Preliminary framework test PT1 in the M1 space.

FIGURE 7 | PT1 in the M1 space shows a swarm agent’s distress and recovery.

TABLE 6 | Simulation parameters for PT3.

Simulation parameters Description

Target space Close re-creation of physical space M2 for PT3
Simulation time <500 s (Variable)
Size 20 m × 20 m
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the distressed agent even if the agent were not in an
inverted position.

The primary purpose of PT4 was to evaluate p0, p1, and p2,
observe time to distress, time to rescue, and log any collision
occurrence. Table 7 outlines the basic simulation parameters for
PT4. Figure 13 shows PT4 on M4, where pose checks p0, p1, and
p2 were tested along with successful swarm rejoin scenarios. An
abstract cube was placed in the field of view of the distressed agent
to indicate its orientation for checking p0. The rescue agent was
then used to determine p1 by observing the status of the distressed
agent. Finally, a p2 test evaluated if the distressed agent sensed it
could rejoin the swarm.

Figure 14 shows an updated map where trees were present as
obstacles that hindered agent progress and rejoin maneuvers.
Here, multiple agents in the distress scenario were tested, where
one agent landed in an inverted position and the other in a
normal position. The rescue agent conducted a p2 check on both
agents to determine which agent could be safely recovered.
Floating view windows in the figure show p1 checks by both
agents and a p2 check by the rescue agent on one of the
distressed agents.

RESULTS

The following section highlights observations recorded during
each performance test and their analysis. Figure 15 shows
PT1 time to distress logs, the time when the agent first
experienced an issue, and the time to rescue, which is the
amount of time the rescue agent took to move to the position

FIGURE 8 | A 2D representation of the M2 map (Not to scale).

FIGURE 9 | Real-world M2 space with 2 regular and one rescue agent for PT2.
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of the fallen agent and rescue it. Out of 15 flights, the rescue agent
successfully rescues the distressed Tello agent nine times, as
denoted by a green dot in Figure 15. A preliminary p2 check
was performed using the available battery percentage when rcm
was successful. The battery values are in Figure 16. If the battery
value after successful reconnection was established between the
Rescue and the distressed agent was below the given threshold
(50%), the distressed agent was deemed incapable of rejoining the

swarm. This was observed during flights 5, 7, 12, and 14. Each
flight was independent, and the battery was charged to maximum
capacity before each flight. Collision occurrence was counted
when the rescue agent experienced collision at any time during
the rescue process. As such, those flights were recorded as an
unsuccessful recovery. During flights 4 and 10, the rescue agent
experienced a collision and could not recover the fallen agent
successfully; these flights were logged as failures. It was observed

FIGURE 10 | A Different global view of the M2 space and two floating views from the rescue agent’s POV.

FIGURE 11 | A scenario where p1 and p2 are successful on M2 during PT2.
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that close interaction with swarm agents in the constrained
airspace caused unpredictable drifts in agent movement due to
induced airflow, resulting in collisions and crashes. Overall, a
recovery rate of 60% was thus calculated for PT1.

Figure 17 shows PT2 performed on M2. For ten flights,
p1 and p2 rescue decisions were recorded. This test aimed to
observe these pose checks and how they affect agent recovery.
Flights 4, 7, 8, and 9 showed a successful recovery. Flights 1 to
3 and 5 failed p1, where it was determined by the operator using

the rescue agent that the fallen agent was not in a position from
which it could safely take off. In M2, this scenario was due to
indoor obstacles, such as furniture, that might prevent the
agents’ safe take-off ability. In Flight 6, the agent passed p1,
which denoted it was in an orientation and position that could
enable safe take-off; however, it failed real-time pose check p2.
For flight 10, both p1 and p2 were successful. However, the agent
could not take off due to an internal malfunction. A success rate
of 40% for PT2 was observed.

In addition to previous pose checks, PT3 on M3 also
performed preliminary pose check p0 on the agents using the
distressed agent’s onboard vision sensor, as shown in Figure 12.
Figure 18 presents the ten flights performed. Flights 3, 5, 6, and
8 successfully recovered the distressed agent. For flights 1, 7, and
10, the agent failed p0, indicating that the agent was not in a
position to take off safely. As a result of the preliminary pose
check failing, the rescue agent was not deployed to conduct

FIGURE 12 | M3 map (A) and basic furniture (B) designs for PT3.

TABLE 7 | Simulation parameters for PT4.

Simulation parameters Description

Target space Outdoor environment
Simulation time <500 s (Variable)
Size 100 m × 100 m

FIGURE 13 | Preliminary M4 map with no obstacles and abstract cube for p0 checks.
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further observations. In Flight 2, p0 passed. However, p1 failed,
leading to a failed rescue attempt. In Flights 4 and 9, a successful
p0 and p1 were observed. However, the agent failed real-time
check p2 and was thus labeled unrecoverable. A success rate of
40% was observed for this test.

PT4 on M4 further examined an additional ten flights, and the
results are shown in Figure 19, where time to distress logs the
time a swarm agent experiences an issue, and time to rescue logs
the time the rescue agent takes during rescue attempts. Flights 4,
5, 6, 7, and 9 showed the rescue agent’s successful recovery of the
distressed agent.

Further examination of operational parameters, as shown in
Figure 20, gives additional failure information. In flights 1, 8, and
10, the distressed agent passed p0, which denoted its orientation
passed requirements for safe rejoin. However, p1 failed. Since
PT4 was performed on an outdoor terrain map that included tree
obstacles, the primary reason for p1 to fail was the tress
obstructing safe rejoin maneuvers. In-flight 2, the distressed
agent failed to p0 itself, as denoted by the onboard sensor that
gave information regarding its orientation and crash position.
The floating window views in Figure 14 for the distressed agent
one vision sensor FOV show an example of an agent that has

FIGURE 14 | M4 map with outdoor terrain and tree obstacles.

FIGURE 15 | PT1 time to distress and time to rescue with successful recovery decisions.
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landed upside down. The inverted image shows the ground above
and tree foliage below. In flight 3, the distressed agent passed all
required pose checks; however, a collision with the rescue agent
resulted in a failed attempt. Overall, a success rate of 50% was
observed. A summary of success rates for all performance tests is
shown in Figure 21.

A test on a sparse block map depicted in Figure 22 was used
to log agent loss and recovery incidents. Every distress signal

was mapped as a triangle or square in that process. The triangles
indicate agent loss due to network issues, and the squares
indicate agent loss due to collision. Red shapes indicate an
unsuccessful attempt at recovery, and blue shapes indicate
successful agent recovery. Each shape is the result of a
separate flight, and consecutive flights did not have prior risk
zone information. However, creating such risk zones can then be
used as future input parameters to create safe flight paths.

FIGURE 16 | PT1 rescue decision and collision occurrence plotted with battery percentage values.

FIGURE 17 | PT2 pose checks and rescue decisions.
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For example, if an area sees increased collisions due to dense
obstacle geometry, a threat area can be modeled where agents
entering that area do not venture below a preset altitude to
avoid collisions. If agents moving to a particular area lose
connection with ground control, the next iteration framework
run will adjust the upper bound distance between the agents,
which defines the maximum distance between two agents

based on SSIn. Adjusting the upper bounds will result in
agents flying in close formation and using data hop
pathways to connect to ground control and prevent agent
loss due to network range limitations. Future work using
this approach can demonstrate adaptability, robustness,
and emergent behavior in the swarm based on simple
governance rules.

FIGURE 18 | PT3 pose checks and Rescue decisions.

FIGURE 19 | PT4 time to distress and time to rescue with successful recovery decisions.
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DISCUSSION AND FUTURE RESEARCH
DIRECTIONS

The proposed framework is a preliminary step in developing
robust methodologies for evaluating swarm awareness toward the
wellbeing of its constituent agents. This includes testing
capabilities such as keeping track of each agent’s progress
toward its task, realizing the occurrence of agents in distress,
locating the distressed agents, and initiating rescue operations to
enable them to rejoin the swarm. Several modifications could be
implemented via the modular nature of the designed framework,
as initiated by research directions summarized below.

It is crucial to consider the impact of emerging regulations on
UAV operations, particularly the recent implementation of the
FAA’s Remote Identification (RID) rule [58]. This regulation
mandates the use of Remote Identification modules on certain
UAVs, allowing for the open broadcast and identification of these
agents during flight. This rule ensures safer airspace and
promotes regulated use of UAVs, UAV swarms, and their
applications [59]. When integrated into our rescue framework,
the potential for such information can significantly enhance
tracking and rescue performance. By leveraging the real-time
identification capabilities provided by RID, it is foreseen that such
frameworks can precisely locate and rescue other agents within

FIGURE 20 | PT4 pose checks and rescue decisions.

FIGURE 21 | Summary of PT results.
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the swarm more effectively, thus bolstering the overall efficiency
and reliability of the proposed UAV rescue mechanism.
Furthermore, exploring the compatibility and interoperability
of our rescue system with other upcoming regulatory
frameworks will be essential in ensuring the seamless
integration and widespread adoption of our research in real-
world UAV swarm applications.

Currently, some sections of the framework involve human
decision-making. Most notable is the analysis of the distressed
agent pose data transmitted by the rescue agent. The human

operator observes the images to create a preliminary decision on
the fallen agent’s possibility of rejoining the swarm. The human in-
loop component can be reduced by adding autonomous UAV
detection capability that uses vision sensor data, deep learning, and
image processing techniques. This is possible using approaches such
as [60] that use agent vision sensors for target analysis. An additional
upgrade involves multiple agents to capture disruption and distressed
agent information from different angles to gather a richer dataset.

A modified task re-allocation algorithm would enable
additional agents to join the swarm and take up the

FIGURE 22 | Incident log overlay on a generic map as inputs for future iterations.

TABLE 8 | Summary of recent work on optimal abort policies, task rescheduling, and dynamic risk assessment.

Reference Implementation Description

[72] General systemic deployment Optimally aborting subtasks in heterogeneous swarms to increase overall unit survivability rate
[73] General systemic deployment Design the best abort strategy for multi-unit swarms based on the probability of external shocks damaging units
[74] Single UAV focused Design of replacement policies and maintenance cost for UAV reconnaissance system
[75] Single UAV focused Dynamic allocation of a fixed number of components to increase the mission completion rate by UAV in a reconnaissance

scenario
[76] UAV swarm focused Considering the cost of damaged agents and unfinished tasks to compute abort policies
[77] UAV swarm focused Evaluate system mission reliability and suggest swarm maintenance strategies
[78] UAV swarm focused Incorporating abort policies in multi-UAV routing as a response to external shocks to ensure agent wellbeing
[79] UAV swarm focused Consider degradation level, mission time, and equipment health to create dynamic mission abort policies
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interrupted task of the fallen agent or a re-allocation scheme for
existing swarm agents to assume responsibility for the incomplete
task. Resource allocation implementations such as in [61–63]
exist that could be implemented. Further experiments could be
explored for loss rates in the same airspace with LiDAR (for
obstacle detection) and preset waypoints in a map (using GNSS).
This would expand the feature of the existing framework to create
probability maps. While current risk zones were labeled using
agent failure location data obtained from transmitted HBS, future
experiments may include the presence of VRRZ. This is the
system’s ability to create variable radius risk zones. Each risk
zone can have a variable radius, thus allowing the mapping of
larger disruptive structures to be represented more accurately.

The above study uses agents with similar capabilities acting in
the same operational space. Including a diverse range of agents
identified by their differences in nature, hardware, or operational
space introduces heterogeneity in the swarm. The impacts of such
inclusion on the performance of SAR agents can also be explored.
Some existing research investigates the possibility of using a
swarm composed of heterogeneous agents for victim detection
after a disaster [64]. Although their main goal was exploring how
swarm heterogeneity can affect performance, they modeled a
target search and rescue problem to study it. Their proposed
technique differentiated between different agents and labeled
them as heterogeneous using behavior trees. A positive
correlation was produced between the swarm’s heterogenous
capability and the time to search and rescue the target. A
similar approach can be explored in the future, where
differently abled robots are introduced in the swarm and are
tasked with looking for swarm agents whose operations have been
disrupted during mission progress. In the above experiments, all
distressed agents were located on the ground. Thus, adding a
UGV to track and locate the fallen agents to create an in-depth
pose check analysis would be a logical step for further exploration.
Several implementations of heterogeneous swarms exist, such as
UAV-UGV collaboration [65], UAV-UWSV [29], and UAV-
UGV-UWSV [66], demonstrating promise for more effective
results than a single operational space swarm.

Intrusion detection systems can be implemented on the UAV
network as a backend process. While IDSs are most prevalent on
traditional networks to deter unwanted network access and
activity, current lightweight versions have been shown to run
reasonably well on MANET and FANET deployments with
acceptable performance [19, 67–70]. Various types of IDS are
available depending on their makeup and method of detecting
malicious entities [71]. IDS could detect external agents
attempting to maliciously disturb swarm operations. Similar
approaches could also address ground-based attempts to take
over swarm networks. The possible advantage would be the
existing periodically transmitted HBS signal that can be used
as input to any IDS. Adding network transmission data from each
agent in the HBS could be used to design either a rule-based or
anomaly-based lightweight IDS, at the very least. In this way, the
SAR framework could provide additional security features to the
swarm using inherently built structures.

A different approach taken to designing robust behavior was
observed as a way of defining reliability in systems. The methods

used in this category implement preemptive strategies for
maintenance, abort policies, or recovery actions. This
alternative form of resilience integration calls for an
independent study. However, the results of the brief survey
conducted on it are summarized below. These methods can be
viewed as possible implementations and upgrades to this
proposed SS-SAR framework. Table 8 summarizes the
examined work based on their development focus being
broader systemic implementations or UAV swarm-focused.

CONCLUSION

This research addresses gaps in current swarm resiliency research
by addressing swarm-specific SAR rather than application-specific
SAR. The approach was not to replace current SAR methodologies
but to create an add-on that enables them to keep track of swarm
agents while performing other functions. Modular experiments
conducted on real-world hardware and simulations validated the
need for, the possibility of, and the success rate of swarm-specific
SAR approaches. While low-cost Tello drones were limited in their
ability to handle a complete SS-SAR framework, they were crucial
in testing the constituent process of the framework, such as
reconnection protocols and pose check handlers. Simulation
results provided a greater insight into how such frameworks can
handle swarm agent loss. Experimental results prove that focusing
on this approach to resiliency integration in multi-agent systems
can produce the anticipated benefits. Recovery rates of distressed
agents during and after the mission process increased drastically,
especially in systems with no contingency rules. UAV swarms are
complex and highly dynamic, making integrating resilience factors
much more arduous. A system must exhibit awareness and
diagnosis capability regarding its health before and after a
disruption to efficiently produce solutions to mitigate said
disruptions. This swarm-specific SAR framework is a crucial
design step in that direction.
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